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ABSTRACT 

A fibrin fiber mesh forms the structural backbone of blood clots. Many pathological 

conditions result in fibrin gels with altered structural properties, so there is interest in developing 

rapid and accurate ways to characterize fibrin features. One method of determining the diameter 

and mass-length ratio of fibers is turbidimetry, which uses light scattering theory for randomly 

oriented, thin, cylindrical rods to estimate fibrin fiber structural properties from scattering data. 

There are several different approaches that use turbidimetry to solve for these parameters, each 

of which has different simplifications and assumptions of full light scattering theory. Although 

these different approaches are all commonly utilized, the validity of their approximations has not 

been investigated and the accuracy of the fitting parameters has not been tested against 

experimental data under a range of physiologically relevant conditions. Therefore, this research 

will evaluate the accuracy of the commonly utilized turbidimetric approaches by theoretically 

comparing them to full light scattering theory, and by comparing the acquired diameter values to 

those obtained experimentally using SEM and super-resolution imaging. The summation of this 

work will provide a framework for utilizing turbidimetry to study fibrin and pave a path for 

utilizing turbidimetry in a clinical setting. 
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PREFACE 

Sections of Chapters 1, 2, 3, and 5, as well as Appendix A and B have been published in 

“Belcher, H.A.; Litwa, K.; Guthold, M.; Hudson, N.E. The Applicability of Current Turbidimetric 

Approaches for Analyzing Fibrin Fibers and Other Filamentous Networks. Biomolecules 2022, 12, 807. 

http://doi.org/10.3390/biom12060807.” [1], of which copyright is retained, and therefore no permission 

was needed.



 

CHAPTER 1: INTRODUCTION 

Overview 

A fibrin fiber network is a major structural component of blood clots. Several different 

diseases have been linked with altered fibrin structure, so it is important to be able to reliably 

determine the structure of fibrin fibers. Understanding what impacts fibrin structure could 

provide insight into these diseases which could potentially lead to better treatment or prevention. 

One method of determining the diameter and mass-length ratio of fibrin fibers is with 

turbidimetry, which involves taking turbidity measurements at several wavelengths on a fully 

formed clot. However, there are four different commonly utilized turbidimetric fitting 

approaches, each applying different simplifications of full light scattering theory to obtain 

different equations for fitting turbidity versus wavelength datasets to obtain fiber diameter and 

mass-length ratio. Although there are many labs who use turbidimetry for determining fiber 

structure, there has been no comparison between the four different fitting approaches to 

determine which is the most accurate, nor has there been any determination as to the limitations 

of these approaches regarding what clot conditions they are able to reliably provide structural 

information. Furthermore, there is disagreement in the field on what the best wavelength range is 

to use for taking turbidimetry measurements, as well as whether it is necessary to account for the 

wavelength dependence of the refractive index and specific refractive index increment in the 

fitting equations. This dissertation describes a research program wherein we addressed these 

questions. 

 In Chapter 1, the process of fibrin network formation is described, and the full light 

scattering theory equations used for describing fibrin networks are provided, with a detailed 

explanation of the four commonly utilized turbidimetric fitting approaches (the Carr-Hermans, 
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Original Yeromonahos, Corrected Yeromonahos, and Ferri approach), with an explanation of the 

simplifications they each make from full light scattering theory. 

In Chapter 2, this work theoretically compares the Carr-Hermans, Original Yeromonahos, 

and Corrected Yeromonahos approaches to full light scattering theory through the use of 

simulations in order to determine how accurately the different turbidimetric fitting approaches 

estimate the fiber diameter and mass-length ratio. This is done for a range of fiber lengths and 

diameters, for two wavelength ranges commonly utilized for taking measurements, as well as 

with constant and wavelength corrected values of the refractive index and specific refractive 

index increment. 

In Chapter 3, this work experimentally compares the diameters obtained using the Carr-

Hermans, Original Yeromonahos, Corrected Yeromonahos, and Ferri approaches to those 

obtained from scanning electron microscopy (SEM) and stochastic optical reconstruction 

microscopy (STORM) for a range of fibrinogen/thrombin concentrations. The analysis of the 

turbidimetric fitting approaches was done utilizing the same two wavelength ranges investigated 

theoretically in Chapter 2, as well as the entire wavelength range covering those two. Analysis 

also included a comparison of results when using constant values for the refractive index and 

specific refractive index increment, as well as when accounting for the wavelength dependence 

of those terms. 

In Chapter 4, there is a discussion of the congruence between the theoretical results 

obtained in Chapter 2 and the experimental results in Chapter 3, with an investigation into the 

cause of any discrepancies between the two. 

In Chapter 5, there is an examination of the limitations to full light scattering theory, as 

well as the experimental limitations of the turbidimetric fitting approaches. 
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In Chapter 6, a summary of the work is provided, with some possible future directions 

that this project could take. 

 By determining the accuracy and limitations of the different turbidimetric fitting 

approaches, this work is paving a path toward standardization of turbidimetry methodology 

among different labs and for use in clinical settings. 

 

Fibrin 

 Fibrin fiber networks are a major component of blood coagulation and wound healing. 

They are formed when the protein fibrinogen is converted into fibrin by the enzyme thrombin. 

Fibrinogen is a 340 kDa glycoprotein made up of two sets of three polypeptide chains (an Aα, 

Bβ, and γ chain), held together by 29 disulfide bonds in a region referred to as the “central 

nodule” [2]. From the central nodule, the chains then extend into α-helices that form a triple 

coiled coil structure, terminating with a series of disulfide bonds linking the three chains 

together. Beyond this the Bβ and γ chains form a compact, globular β-nodule and γ-nodule, 

respectively, while the Aα chain turns backwards, forming a 4th α-helical structure that continues 

for part of the coiled coil, before extending into a primarily unstructured region (the αC region) 

[3]. The αC region is subdivided into the structured αC-domain and the unstructured αC-

connector. The fibrinogen structure can be seen in Figure 1A. 

 To convert fibrinogen to fibrin, the enzyme thrombin cleaves fibrinopeptide A (FpA) 

from the α chain, exposing knob ‘A’ and in a slower reaction, cleaves fibrinopeptide B (FpB) 

from the β chain, exposing knob ‘B’ and releasing the αC domain from the center of the 

molecule, as shown in Figure 1B [2]. Polymerization occurs through the binding of knob ‘A’ to 

hole ‘a’ in the γ-nodule of a nearby molecule. As this reaction is repeated for many molecules, 
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double stranded polymers called protofibrils form. Electron microscopy studies suggest the 

formation of half-staggered protofibrils from the center of one molecule binding to the ends of 

two other molecules, shown in Figure 1C and D [2]. Once the protofibrils are formed, exposure 

of knob ‘B’ leads to the lateral aggregation of protofibrils into thicker fibers, likely mediated by 

interactions between the αC regions of the molecules (Figure 1D and E). The formation of fibers 

continues to form a fibrin network (Figure 1F). 
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Fig. 1: Schematic of the polymerization process: A) Cartoon of the fibrinogen protein: the α 

chain is shown in green, β chain in red, and γ chain in blue; the disulfide bond-rich center of 

the molecule, where all six chains are connected, is depicted in yellow. B) The fibrin molecule: 

upon thrombin cleavage of FpA and FpB, knob A and knob B are exposed to bind the 

respective hole a and hole b. C) A half-staggered protofibril grows longitudinally as the knobs 

in the central region of one molecule bind to the holes in the distal region of two opposite 

molecules. D) Lateral aggregation of protofibrils, likely mediated by interactions of the αC 

regions. E) Further aggregation of protofibrils into fibrin fibers. F) A representative image of 

fibrin fibers in a gel.  The image is a maximum intensity projection of a fibrin clot formed 

from human plasma spiked with 0.1% Alexa-488 labeled fibrinogen, imaged using a Bruker 

MuVi-SPIM light sheet microscope. Solid black lines on the left of each panel show the 

approximate scale of features. 
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 Many pathological conditions such as diabetes [4], myocardial infarction [5], ischemic 

stroke [6], venous thromboembolism [7], and COVID-19 [8] result in gels and fibers with altered 

structural properties. Therefore, it is important to understand the structure of fibrin fibers and 

how that relates to fibrin network formation and its function in blood clots. Although the 

formation of fibrin networks has been studied for over sixty years, there is still much that is 

unknown. One difficulty is that the structural properties of fibrin, such as fiber length, diameter, 

mass-length ratio, pore size, and the number of protofibrils per cross-section are determined by 

many factors including chemical and enzyme concentrations, blood flow rates, and cellular 

content (such as platelets and tissue-factor bearing cells) [9]. The structural and mechanical 

properties can also be impacted by the protransglutimanase Factor XIIIa (FXIIIa), which creates 

cross-links between residues in the γ and α chains of fibrin monomers. This crosslinking has 

been shown to make the clots less susceptible to fibrinolysis, and to also decrease the elasticity 

and extensibility of the fibers [3]. 

 

Light Scattering Theory 

 One method for studying fibrin structure and polymerization is turbidity. Turbidity is 

defined as the fractional decrease of a primary beam’s intensity over unit distance due to 

scattering as it passes through the sample [10]. Turbidity is commonly used to study the kinetics 

of fibrin gel formation [11], where an increase in turbidity is interpreted as being caused by the 

bundling of protofibrils into fibers [12]. 

 Turbidity experiments are often performed at different wavelengths in a process referred 

to as turbidimetry [13]. Turbidimetry can be used on a fully formed fibrin clot to extract fiber 

properties such as diameter (𝑑) and mass-length ratio (𝜇) by using simplifications of light 
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scattering theory. The mass-length ratio has been used to estimate the average number of 

protofibrils per cross-section (𝑁𝑃) by dividing the mass-length ratio by the mass-length ratio of a 

single protofibril (1.44*1011 Da/cm). The mass-length ratio and diameter can also be used 

together to determine the fiber density (𝛿) through the relationship 𝜇 = 𝜋𝛿 (
𝑑

2
)
2

. 

The Rayleigh ratio, 𝑅(𝜃), is a quantity (with units of cm-1) used to characterize the 

scattering intensity at the scattering angle (θ) [14]. It is derived from the Rayleigh-Gans 

approximation, which assumes the refractive index of the particles (np) is close to that of the 

surrounding medium (ns). This allows it to be applied to particles that are larger than the 

Rayleigh scattering limit [15]. The Rayleigh ratio is given by the equation [15]: 

𝑅(𝜃) =
𝑟𝑜
2𝑖𝜃

𝐼0
           [1] 

where 𝑟𝑜 is the distance that the scattered light is observed from the origin, 𝐼0 is the incident light 

intensity, and 𝑖𝜃 is the scattered light off of 𝑁 particles in a dilute solution of volume 𝑉, given 

by: 

𝑖𝜃 =
𝐼0𝑁𝑁𝐴

𝑉

8𝜋4𝛼2

𝑟𝑜2𝜆4
(1 + cos2 𝜃)         [2] 

for unpolarized incident light, where 𝑁𝐴 is Avogadro’s number, 𝜆 is the wavelength of the light, 

and 𝛼 is the polarizability of particles at concentration 𝑐, given by: 

𝛼 =
𝑛𝑐𝑉

2𝜋𝑁𝑁𝐴
(
𝑑𝑛

𝑑𝑐
).          [3] 

Because polarizability arises due to a difference in the index of refraction between the polymer 

and the solvent [15], the polarizability is dependent on the index of refraction of the solvent, 𝑛 

(sometimes abbreviated ns), as well as the specific refractive index increment, 
𝑑𝑛

𝑑𝑐
. It is also 
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dependent on the molecular weight, 𝑀, which in the equation is put in terms of the protein 

concentration, 𝑐, and volume, 𝑉 (𝑀 =
𝑐𝑉

𝑁
). 

Plugging Equation 2-3 into Equation 1, and replacing V/N with M/c (since the protein 

concentration, 𝑐 =
𝑁𝑀

𝑉
, where M is the molecular weight), and simplifying, the Rayleigh ratio 

becomes: 

𝑅(𝜃) =
2𝜋2𝑛2

𝜆4𝑁𝐴
(
𝑑𝑛

𝑑𝑐
)
2

𝑐𝑀(1 + cos2 𝜃).        [4] 

2𝜋2𝑛2

𝜆4𝑁𝐴
(
𝑑𝑛

𝑑𝑐
)
2

(1 + cos2 𝜃) = 𝐾, which is the optical contrast constant, so the Rayleigh ratio is 

given by: 

𝑅(𝜃) = 𝐾𝑐𝑀.           [5] 

 However, this is for the case of small particles that scatter light evenly in all directions. In 

the case of fibrin fibers, this is not going to be the case. Therefore, a form factor, 𝑃(𝜃), needs to 

be introduced to account for the scattering based on the shape of the fibers, so that 

𝑅(𝜃) = 𝐾𝑐𝑀𝑃(𝜃).          [6] 

Putting the form factor in terms of the wavevector, 𝑞 =
4𝜋𝑛

𝜆
sin (

𝜃

2
), the Rayleigh ratio 

becomes [16-18]: 

𝑅(𝑞) = 𝐾𝑐𝑀𝑃(𝑞, 𝐿, 𝑑).         [7] 

where for thin circular cylinders, the form factor is given by [18]: 

𝑃(𝑞, 𝐿, 𝑑) = (
2𝑆𝑖(𝑞𝐿)

𝑞𝐿
− [

sin(𝑞𝐿 2⁄ )

𝑞𝐿 2⁄
]
2

) [
2𝐽1(𝑞𝑑 2⁄ )

𝑞𝑑 2⁄
]
2

      [8] 

where (
2𝑆𝑖(𝑞𝐿)

𝑞𝐿
− [

sin(𝑞𝐿 2⁄ )

𝑞𝐿 2⁄
]
2

) = 𝑃𝑟𝑜𝑑(𝑞, 𝐿), which is the scattering function due to the length (𝐿) 

of the cylinders, where the sine integral, 𝑆𝑖(𝑞𝐿) = ∫
𝑠𝑖𝑛𝑥

𝑥
𝑑𝑥

𝑞𝐿

0
, and [

2𝐽1(𝑞𝑑 2⁄ )

𝑞𝑑 2⁄
]
2

= 𝑆𝑠𝑒𝑐(𝑞, 𝑑), 
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which is the scattering due to the width of the cylinders, where 𝐽1 is the first order Bessel 

function. Note that this equation for the Rayleigh ratio assumes that the network consists of 

individual cylindrical fibers that do not interact with one another. If we were to assume that the 

fibers were interacting with one another, we would also need to introduce a structure factor term, 

𝑆(𝑞), which will be discussed in more detail when describing the Ferri approach, as it is the only 

one of the approaches accounting for this phenomenon. 

 The turbidity (𝜏) is equivalent to the Rayleigh ratio integrated over the entire solid angle, 

𝑑𝛺: 

𝜏 = ∫𝑅(𝜃) 𝑑𝛺          [9] 

and since the turbidity is a function of the Rayleigh ratio, which is a function of the diameter and 

mass-length ratio, the turbidity can be used to obtain the diameter and mass-length ratio. 

 It should be noted that in the case of vertically polarized incident light, the optical 

contrast constant is defined as [18]: 

𝐾 = (
4𝜋2

𝑁𝐴𝜆4
) 𝑛2 (

𝑑𝑛

𝑑𝑐
)
2

          [10] 

in which case the turbidity would then be related to the Rayleigh ratio with the equation: 

𝜏 = ∫𝑅(𝜃)
1+cos2 𝜃

2
𝑑𝛺         [11] 

where 
1+cos2 𝜃

2
 is the polarization factor [17]. While the Rayleigh ratio itself is dependent on the 

polarization, as shown by the change in the optical contrast constant, the turbidity is independent 

of the polarization, as Equations 9 and 11 are equivalent when inputting the equations for the 

Rayleigh ratio with the differing definitions of the optical contrast constant. 

 

Turbidimetry Approaches 
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 Because Equation 9 cannot be solved analytically, it must be simplified in order to be 

applied to experimental data. The different turbidimetric fitting approaches commonly used to 

determine fibrin fiber diameter and mass-length ratio are those introduced by Carr and Hermans  

[19], the original approach introduced by Yeromonahos et al. [20], the later corrected version of 

the Yeromonahos approach [21], and the fractal analysis-based approach introduced by Ferri et 

al. [18], all of which will be described in more detail in the subsequent sections. 

The Carr-Hermans, Original Yeromonahos, and Corrected Yeromonahos approaches all 

use similar simplifications of full light scattering theory. The first simplification made by all 

three is that the fibers do not interact with one another, meaning the structure factor, 𝑆(𝑞) = 1. 

They then all make the assumption that 
𝑞𝑑

2
≪ 1 by assuming the diameter is much less than the 

wavelength. Then by expanding out the Bessel function in the form factor equation (Equation 8) 

and keeping only the first two terms, 𝑆𝑠𝑒𝑐 becomes 𝑆𝑠𝑒𝑐(𝑞, 𝑑) = 1 −
(𝑞𝑑)2

16
+

(𝑞𝑑)4

1024
. With the 

assumption that 
𝑞𝑑

2
≪ 1, the last term can be neglected, leading to the approximation that 

𝑆𝑠𝑒𝑐(𝑞, 𝑑) ≈ 1 −
(𝑞𝑑)2

16
. 

Because the form factor is also dependent on the fiber length, but that is not known 

without a secondary experimental technique, all three turbidimetric approaches make the 

assumption that the fibers are infinitely long, which leads them to simplify 𝑆𝑖(𝑞𝐿) ≈
𝜋

2
 and 

[
sin(𝑞𝐿 2)⁄

𝑞𝐿 2⁄
]
2

≈ 0 allowing them to make the approximation that 𝑃𝑟𝑜𝑑(𝑞, 𝐿) ≈
𝜋

𝑞𝐿
. Plugging these 

approximations back into Equations 7 and 9, and integrating, the turbidity becomes: 

𝜏 =
88

15

𝜋3

𝑁𝐴
𝑛 (

𝑑𝑛

𝑑𝑐
)
2 𝑐

𝜆3
𝜇 [1 −

23

77
𝜋2𝑛2𝑑2

1

𝜆2
].       [12] 
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 The validity of the different assumptions made by the turbidimetric fitting approaches is 

discussed in Appendix A.1. 

 

Carr-Hermans Approach 

 The first approach being investigated is that described by Carr and Hermans [19] in the 

late 1970s, which will be referred to as the “Carr-Hermans approach.” This approach expanded 

on earlier works by Ferry in the 1940s [22], Casassa in the 1950s [23], and Marguerie and 

coworkers in the early 1970s [24]. It uses the above approximations along with the assumption 

that 
23

77
𝜋2𝑛2𝑑2

1

𝜆2
≪ 1, which then with the use of a Taylor expansion leads to the approximation 

that [1 −
23

77
𝜋2𝑛2𝑑2

1

𝜆2
]
−1

= [1 +
23

77
𝜋2𝑛2𝑑2

1

𝜆2
], providing the equation: 

𝑐

𝜏𝜆3
=

𝑁𝐴

(
88

15
)𝜋3𝑛(

𝑑𝑛

𝑑𝑐
)
2
𝜇
[1 +

23

77
𝜋2𝑛2𝑑2

1

𝜆2
].       [13] 

 The Carr-Hermans approach works by plotting experimental data as 
𝑐

𝜏𝜆3
 versus 

1

𝜆2
 and 

then fitting the data with a linear line. Equation 13 can then be fit to the datasets such that the y-

intercept and slope can be used to solve for the diameter and mass-length ratio using the 

equations: 

𝜇 =
𝑁𝐴

(88 15)𝜋3𝑛(𝑑𝑛 𝑑𝑐⁄ )2𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡⁄
        [14] 

𝑑 = √
6776𝜋𝜇(𝑑𝑛 𝑑𝑐⁄ )2𝑠𝑙𝑜𝑝𝑒

345𝑁𝐴𝑛
= √

77

23

1

𝑛2𝜋2
𝑠𝑙𝑜𝑝𝑒

𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
      [15] 

Equation 13, which is the equation used in the Carr and Hermans paper [19], assumes a 

constant value of n and dn/dc; however, these terms actually contain a wavelength dependence, 

which can be approximated by the equations [18]: 

𝑛(𝜆) = 𝐴1 +
𝐵1

𝜆2
          [16] 
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𝑑𝑛

𝑑𝑐
= 𝐴2 +

𝐵2

𝜆2
           [17] 

where for HBS buffer (150 mM sodium chloride, 20 mM HEPES, pH 7.4), 𝐴1 = 1.3264, 𝐵1 =

3129.8, 𝐴2 = 0.1859, and 𝐵2 = 1640, where 𝜆 is in nanometers (the software SEDNTERP [25] 

was used to determine the equation for n and SEDFIT [26,27] was used to determine the 

equation for dn/dc, as described in more detail in Appendix A.2). 

 Now since n and dn/dc contain a wavelength dependence, it is necessary to change the 

plot format so that the slope and y-intercept do not contain the n(λ) or dn/dc(λ) terms. This can 

be done by plotting the data as y’ versus x’ where [18]: 

𝑦′ =
[
𝑑𝑛

𝑑𝑐
(𝜆)]

2

〈
𝑑𝑛

𝑑𝑐
〉2

𝑛(𝜆)

〈𝑛〉

𝑐

𝜏𝜆3
          [18] 

𝑥′ =
[𝑛(𝜆)]2

〈𝑛〉2
1

𝜆2
           [19] 

where <n> and <dn/dc> are the spectral averages of the refractive index and specific refractive 

index increment, respectively, solved for using the equations: 

〈𝑛〉 =
1

𝜆2−𝜆1
∫ 𝑛(𝜆)𝑑𝜆
𝜆2
𝜆1

         [20] 

〈
𝑑𝑛

𝑑𝑐
〉 =

1

𝜆2−𝜆1
∫

𝑑𝑛

𝑑𝑐
(𝜆)𝑑𝜆

𝜆2
𝜆1

.         [21] 

The mass-length ratio and diameter can then be solved for using the equations: 

𝜇 =
𝑁𝐴

(88 15)𝜋3<𝑛><𝑑𝑛 𝑑𝑐⁄ >2𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡⁄
        [22] 

𝑑 = √
6776𝜋𝜇<𝑑𝑛/𝑑𝑐>2𝑠𝑙𝑜𝑝𝑒

345𝑁𝐴<𝑛>
= √

77

23

1

<𝑛>2𝜋2
𝑠𝑙𝑜𝑝𝑒

𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
.      [23] 

 The uncertainty in the diameter and mass-length ratio can be obtained using uncertainty 

propagation, such that: 
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𝛿𝑑 =

√
  
  
  
  
  

(
1

2
(
77

23

1

<𝑛>2𝜋2
)

1

2
(

𝑠𝑙𝑜𝑝𝑒

𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
)
−
1

2 1

𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
)

2

𝛿𝑠𝑙𝑜𝑝𝑒2

+(−
1

2
(
77

23

1

<𝑛>2𝜋2
)

1

2 (𝑠𝑙𝑜𝑝𝑒)
1

2(𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)−
3

2)

2

𝛿𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡2

   [24] 

𝛿𝜇 =
𝑁𝐴

(88 15)𝜋3<𝑛><𝑑𝑛 𝑑𝑐⁄ >2⁄

1

𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡2
𝛿𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡.     [25] 

 

Original Yeromonahos Approach 

 The next approach being investigated is that introduced by Yeromonahos et al. [20] in 

2010. It is very similar to that of Carr and Hermans except they do not make the assumption that 

23

77
𝜋2𝑛2𝑑2

1

𝜆2
≪ 1, so they use Equation 12 as their final equation. Rewriting this equation, it 

becomes: 

𝜏𝜆5 =
88

15

1

𝑁𝐴
𝜋3𝑐𝑛 (

𝑑𝑛

𝑑𝑐
)
2

𝜇 [𝜆2 −
184

154
𝜋2𝑛2 (

𝑑

2
)
2

]      [26] 

although the 
1

𝑁𝐴
 term is left out of the equation as given in the Yeromonahos paper. Then the 

Yeromonahos method works by plotting experimental data as 𝜏𝜆5 versus 𝜆2 and fitting the data 

with a linear line. The slope and y-intercept are then plugged into Equation 26 to solve for the 

diameter, and the mass-length ratio, such that: 

𝜇 =
𝑠𝑙𝑜𝑝𝑒

(88 15)𝜋3(1/𝑁𝐴)𝑐𝑛(𝑑𝑛/𝑑𝑐)2⁄
         [27] 

𝑑 = 2√
−𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡

𝐵∗𝑠𝑙𝑜𝑝𝑒
          [28] 

where 𝐵 =
184

154
𝜋2𝑛2. 

 Although Yeromonahos supplied a Letter to the Editor correcting this equation in her 

dissertation which was completed the following year [21], Equation 26 is still commonly used 

within the fibrinogen community today [28-30], so this approach will still be investigated. 
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Equation 26 will be referred to as the “Original Yeromonahos” approach and the corrected 

version will be referred to as the “Corrected Yeromonahos” approach. 

 As with the Carr-Hermans approach, this approach assumes a constant value of n and 

dn/dc. In order to account for the wavelength dependence of these terms, it is necessary to 

change the plot format to y’ versus x’ where [31]: 

𝑦′ =
𝜏𝜆5

88

15
𝜋3𝑛(𝜆)3𝑐

1

𝑁𝐴

𝑑𝑛

𝑑𝑐
(𝜆)2

         [29] 

𝑥′ =
𝜆2

𝑛(𝜆)2
.           [30] 

The mass-length ratio and diameter can then be solved for using the equations: 

𝜇 = 𝑠𝑙𝑜𝑝𝑒           [31] 

𝑑 = 2√
−𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡

𝐵′∗𝑠𝑙𝑜𝑝𝑒
          [32] 

where 𝐵′ =
184

154
𝜋2. 

 The uncertainty in the diameter and mass-length ratio can be obtained using uncertainty 

propagation, such that: 

𝛿𝑑 =

√
  
  
  
  
  

(−(
1

𝐵𝜋2
)

1

2 (−𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)
1

2(𝑠𝑙𝑜𝑝𝑒)−
3

2)

2

𝛿𝑠𝑙𝑜𝑝𝑒2

+(−(
1

𝐵𝜋2
)

1

2 (−𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)−
1

2(𝑠𝑙𝑜𝑝𝑒)−
1

2)

2

𝛿𝑦𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡2

    [33] 

𝛿𝜇 = 𝛿𝑠𝑙𝑜𝑝𝑒.           [34] 

 

Corrected Yeromonahos Approach 

 The Corrected Yeromonahos approach [21] changes the 184/154 term of the original 

equation (Equation 26) by a factor of 2/3, leading to the fitting equation: 
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𝜏𝜆5 =
88

15

1

𝑁𝐴
𝜋3𝑐𝑛 (

𝑑𝑛

𝑑𝑐
)
2

𝜇 [𝜆2 −
184

231
𝜋2𝑛2 (

𝑑

2
)
2

]      [35] 

 Then experimental data is plotted as 𝜏𝜆5 versus 𝜆2 and fit with a linear line. The slope 

and y-intercept of the linear fit line are then plugged into Equation 35 to solve for the diameter 

and mass-length ratio, such that 𝜇 and 𝑑 are given by Equations 27-28, except that now 𝐵 =

184

231
𝜋2𝑛2. 

 The change in the 184/154 term is described as being due to averaging the form factor, 

P(q,L,d), over all solid angles [21]; however, it was done so erroneously, as discussed in more 

detail in Appendix A.3. Thus the “corrected” equation still has its flaws. 

 Again, Equation 35 is assuming constant values of n and dn/dc. In order to account for 

the wavelength dependence of those terms, the plot format can be changed to y’ and x’, using 

Equations 29-30, except that now 𝐵′ =
184

231
𝜋2. 

 

Ferri Approach 

 The final turbidimetry approach being investigated is that described by Ferri et al. in 

2015 [18]. Unlike the previous three methods, this one considers the fibers to be fractal “blobs” 

rather than noninteracting individual fibers. This makes the Rayleigh ratio a little more 

complicated, as it now includes the structure factor term, 𝑆(𝑞), which was ignored by the 

previous methods, and also introduces a blob form factor term, 𝐴(𝑞), so that the Rayleigh ratio 

becomes: 

𝑅(𝑞) = 𝐾𝐶𝑀𝑆(𝑞)𝐴(𝑞)𝑃𝑠𝑒𝑔(𝑞)        [36] 

where K, C, and q are the same as earlier defined (using Equation 10 for K). The molecular 

weight is now the blob molecular weight, given as: 
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𝑀 ≈ 𝑁𝐴
𝜌𝜋

4
𝜉𝐷𝑚𝑑3−𝐷𝑚          [37] 

where 𝜌 is the density, 𝜉 is the blob size, assumed to be equivalent to the pore size, and 𝐷𝑚 is the 

mass fractal dimension. 

The structure factor, 𝑆(𝑞), is given by: 

𝑆(𝑞) = 1 − 𝛽 exp (−
𝑞2𝜉2

4𝜋𝜂2
)         [38] 

where 𝛽 is a dimensionless parameter controlling the amplitude of spatial correlations, and 𝜂 is 

the ratio between the blob size and the average distance between blobs, both assumed to be 1. 

The blob form factor, 𝐴(𝑞), is given by: 

𝐴(𝑞) =
1

[1+(
𝑞𝜉

𝛿(𝐷𝑚)
)
2
]
𝐷𝑚/2 −

(𝑑 𝜉)⁄ 𝐷𝑚

[1+(
𝑞𝑑

𝛿(𝐷𝑚)
)
2
]
𝐷𝑚 2⁄ + (𝑑 𝜉)⁄ 𝐷𝑚     [39] 

where 

𝛿(𝐷𝑚) = 𝜋 − 0.38 [
tanh[

𝐷𝑚−1.44

0.1
]+1

2
]

0.5

.       [40] 

The segment form factor, 𝑃𝑠𝑒𝑔(𝑞), is: 

𝑃𝑠𝑒𝑔(𝑞) = [
2𝑆𝑖(𝑞𝑑)

𝑞𝑑
− (

sin(𝑞𝑑 2⁄ )

(𝑞𝑑 2)⁄
)
2

] [
2𝐽1(𝑞𝑑 2)⁄

(𝑞𝑑 2)⁄
]
2

.      [41] 

 Equation 11 with this new definition of the Rayleigh ratio can then be fit to a turbidity 

versus wavelength dataset to extract the diameter and mass-length ratio. However, a secondary 

experimental technique, such as confocal imaging, has to first be used to determine the pore size 

and mass fractal dimension in order to be able to input those values into the equation prior to 

fitting them to turbidimetry data. 

 

Conclusion 
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 To conclude, turbidimetry is a measure of light scattering at various wavelengths and can 

be utilized for determining the individual fibrin fibers making up a fibrin network by applying 

light scattering theory equations to the dataset. However, the full light scattering theory 

equations involve an integral that cannot be solved analytically, and therefore must be simplified 

in order to be applied to an experimental dataset. There are four commonly utilized turbidimetric 

fitting approaches used in determining the structure of fibrin fibers: those introduced by Carr and 

Hermans [19], Yeromonahos et al. [20], a “corrected” version of that introduced by 

Yeromonahos et al. [21], and that introduced by Ferri et al. [18], each making different 

simplifications of full light scattering theory. The Carr-Hermans, Original Yeromonahos, and 

Corrected Yeromonahos approaches all make the assumption that the fibers are infinitely long 

and thin compared to the wavelengths being used for measurement, and that the individual fibers 

do not interact with one another, but they apply different simplifications to the full light 

scattering theory equation based on these assumptions, resulting in slightly different fitting 

equations. The Ferri approach is more complex than the other three approaches in that it assumes 

that the fibers do interact with one another, forming a three-dimensional “blob” and thus uses a 

more complex equation for the Rayleigh ratio. This more advanced equation requires knowledge 

of the pore size and mass fractal dimension, which must be determined by a secondary 

experimental technique, such as confocal imaging. 

 Since each of these different fitting approaches has been used in some capacity for 

determining the structure of fibrin fibers, it is necessary to determine which is the most accurate, 

and under what conditions they are no longer reliable. In order to determine the accuracy of these 

different turbidimetric fitting approaches, this work utilizes simulations comparing the results 

from these fitting equations to those from full light scattering theory (see Chapter 2), as well as 
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experimental comparisons between the diameter values obtained using the different turbidimetric 

approaches to those from SEM and super-resolution fluorescence imaging (see Chapter 3). This 

was done for a variety of experimental conditions in order to determine which approach and 

experimental conditions should be used to obtain the most reliable results.



 

CHAPTER 2: THEORETICAL ANALYSIS OF TURBIDIMETRIC APPROACHES 

Introduction 

 This work theoretically assesses the accuracy of three turbidimetric fitting approaches 

commonly utilized for analyzing fibrin fiber structure: the Carr-Hermans (Equation 13), Original 

Yeromonahos (Equation 26), and Corrected Yeromonahos (Equation 35) approaches. Each of 

these approaches has been derived based on simplifications of light scattering theory (Equations 

7-9) and assumptions about the structural arrangements of fibers within a clot, as described in 

Chapter 1. Therefore, in order to determine the accuracy of these three approaches, numerical 

simulations were used to compare the fitting approaches to full light scattering theory.  

 This work also used simulations to investigate the effects of wavelength range and 

correcting for the wavelength dependence of the refractive index and specific refractive index 

increment on the accuracy of turbidimetry results. 

The Ferri approach was not evaluated here due its use of a slightly altered equation for 

the Rayleigh ratio (Equation 36) and its need for additional experimental techniques other than 

turbidimetry to determine the pore size and mass fractal dimension, making it difficult to 

compare theoretically with the other approaches. 

While this chapter focuses on theory to analyze the accuracy of the turbidimetric 

approaches, an experimental analysis was also performed, as discussed in Chapter 3, and a 

comparison between the results obtained using the simulations and those obtained 

experimentally are provided in Chapter 4. 
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Methods 

 Data were numerically generated using a custom code in Mathematica (Wolfram, 

Champaign, IL). Numerical integration was done to create a turbidity dataset using full light 

scattering theory (Equations 7-9) for a fibrinogen concentration of 0.0001 g/mL, and mass-length 

ratio of 4.73*1012 Da/cm, with diameters ranging from 10-200 nm, every 10 nm, and lengths 

ranging from 0.5-10 μm, every 0.5 μm. The diameter and length ranges were chosen based on 

findings by Ryan et al. [32] that fibers for conditions similar to blood (fibrinogen concentration 

of 3 mg/mL, pH of 7.5) contain fibrin fibers with average lengths of 0.3-4.8 μm and average 

diameters of 44-147 nm, as well as findings by Pretorius et al. [33] that fibrin fibers for healthy 

patients have average diameters of 89.97±44.16 nm, while stroke patients have fibrin fibers with 

diameters of 27.37±17.03 nm. The fibrinogen concentration and mass-length ratio were chosen 

to match values used by Ferri et al. [18]; however, the results are independent of both 

parameters, as discussed later in this chapter. To confirm the Mathematica numerical integration 

was correct, we also performed a trapezoidal rule numerical summation, which generated similar 

results, as discussed in more detail in Appendix B.1. 

 Since many papers in the turbidimetry literature use constant values for the index of 

refraction (𝑛) and specific refractive index increment (𝑑𝑛 𝑑𝑐⁄ ) (for example, see [13,19,20]), 

ignoring the wavelength dependence of those terms, we compared the percent error in the fitting 

approach values when using constant values for 𝑛 and 𝑑𝑛 𝑑𝑐⁄  to the percent error in the values 

when accounting for the wavelength dependence of those terms. Therefore, with data from the 

full light scattering theory in hand, datasets for either 
𝑐

𝜏𝜆3
 versus 

1

𝜆2
 (Carr-Hermans) or 𝜏𝜆5 versus 

𝜆2 (Yeromonahos) were created to test the standard fitting equations using constant values of 𝑛 
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and 𝑑𝑛 𝑑𝑐⁄ , as well as datasets for 
[
𝑑𝑛

𝑑𝑐
(𝜆)]

2

〈
𝑑𝑛

𝑑𝑐
〉2

𝑛(𝜆)

〈𝑛〉

𝑐

𝜏𝜆3
 versus 

[𝑛(𝜆)]2

〈𝑛〉2
1

𝜆2
 (Carr-Hermans) or 

𝜏𝜆5

88

15
𝜋3𝑛(𝜆)3𝑐

1

𝑁𝐴

𝑑𝑛

𝑑𝑐
(𝜆)2

 versus 
𝜆2

𝑛(𝜆)2
 (Yeromonahos). Values for HEPES Buffered Saline (HBS), a 

buffer commonly used to study fibrin, were used in Equations 16-17 to determine 𝑛(𝜆) and 

𝑑𝑛

𝑑𝑐
(𝜆). For the constant values of 𝑛 and 𝑑𝑛 𝑑𝑐⁄ , the values at 633 nm were chosen, as that is 

what Carr and Hermans used in their work [19]. 

 Using a custom Mathematica code, the data were then fit with the Carr-Hermans, 

Original Yeromonahos, or Corrected Yeromonahos equations (Equations 13, 26, and 35, 

respectively). The diameter and mass-length ratio obtained from the linear fits, and the percent 

error between the value obtained from the fits and the value used to create the dataset using full 

light scattering theory were determined. A parameter sweep was then used to calculate the 

percent error for physiologically relevant fiber length and diameter values, based on the values 

provided by Ryan et al. [32], which was then plotted in a 3D heatmap using a “bar3” command 

in MATLAB (The Mathworks Inc., Natick, MA). 

Analysis was performed using a wavelength range of 350-650 nm, which is the 

wavelength range used in the original Carr-Hermans paper [19], as well as a wavelength range of 

500-800 nm, which is used by the Yeromonahos approaches [20,21], in order to determine which 

wavelength range provides more accurate results. 

An outline of the methods used for analysis are shown in Figure 2. 
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Fig. 2: An outline of the methods for determining the percent error in each turbidimetric 

approach using A) constant values of n and dn/dc, and B) wavelength-dependence corrected 

values of n and dn/dc. 

 

Results and Discussion 

Wavelength Dependence of n and dn/dc 

 As mentioned previously, in fitting experimental data with the different turbidimetric 

approaches, constant values of n and dn/dc are commonly utilized, ignoring their dependence on 

the wavelength. It was found experimentally by Vos [34] that using constant values for n and 

dn/dc rather than accounting for the wavelength dependence of those terms can lead to an 
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average difference of 24% in the calculated fiber radius and 3% in the calculated mass-length 

ratio for fibers with diameters ranging from 110.4 to 218.8 nm. However, the change in the 

obtained diameter was not compared to light scattering theory or another experimental technique, 

so we wanted to determine how the accuracy of the obtained diameter changes by accounting for 

the wavelength dependence of those terms versus using a constant value. 

 Figures 3 and 4 below show the effect of using constant values of n and dn/dc in the 

different fitting approaches compared with using wavelength dependence-corrected values in the 

calculation of the diameter and mass-length ratio, respectively. The original dataset created using 

full light scattering theory was always corrected for the wavelength dependence of n and dn/dc 

regardless of whether the fitting approach was. Equations 16-17 were used with the values 

provided for HBS buffer for the wavelength-corrected values of n and dn/dc. For the constant 

values of n and dn/dc, the values at 633 nm were used (n=1.3344, dn/dc=0.1901), as that is what 

Carr and Hermans used in their seminal paper [19]. The error was also determined using the 

spectrally averaged values of n and dn/dc for both wavelength ranges, although that yielded very 

similar results as using 633 nm values, and is therefore not shown. 
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Fig. 3: The percent error in the diameter between the value used to create the full light 

scattering theory dataset (using Equations 7-9) and the values obtained using the Carr-Hermans 

(left column), Original Yeromonahos (middle column), and Corrected Yeromonahos (right 

column) approaches (Equations 13, 26, and 35, respectively), for wavelength ranges of 350-

650 nm and 500-800 nm, using wavelength corrected values of n and dn/dc (A-C, G-I), and 

constant values of n and dn/dc at 633 nm (D-F, J-L). (d=10-200 nm, L=0.5-10 μm, c=0.0001 

g/cm3, μ=4.73*1012 Da/cm, values of dn/dc and n for HBS buffer; purple bars represent 

imaginary values and were assigned 100% error for plotting purposes). 
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Fig. 4: The percent error in the mass-length ratio between the value used to create the full light 

scattering theory dataset (using Equations 7-9) and the values obtained using the Carr-Hermans 

(left column), and Original and Corrected Yeromonahos (right column) approaches (Equations 

13, 26, and 35, respectively), for wavelength ranges of 350-650 nm and 500-800 nm, using 

wavelength corrected values of n and dn/dc (A-B, E-F), and constant values of n and dn/dc at 

633 nm (C-D, G-H). (d=10-200 nm, L=0.5-10 μm, c=0.0001 g/cm3, μ=4.73*1012 Da/cm, 

values of dn/dc and n for HBS buffer). 

 

 As seen in Figures 5 and 6, using a constant value for n and dn/dc results in significantly 

increased error in the calculations of both the diameter and mass-length ratio compared to when 

accounting for the wavelength dependence of the two terms. This is the case for all three 

approaches, at both wavelength ranges investigated. This increased error is particularly apparent 
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for smaller diameter values, and especially in the calculation of the diameter. A summary of the 

average difference in the percent error values when using a constant n and dn/dc compared to 

using wavelength corrected values is provided in Table 1 for each of the different approaches 

and wavelength ranges. 

 

Average Difference in Percent Error of Values with Constant n and dn/dc and Wavelength Corrected n 

and dn/dc 

Approach Diameter Mass-Length Ratio 

Carr-Hermans 350-650 nm 33% 5% 

Carr-Hermans 500-800 nm 25% 5% 

Original Yeromonahos 350-650 nm 24% 3% 

Original Yeromonahos 500-800 nm 20% 4% 

Corrected Yeromonahos 350-650 nm 28% 3% 

Corrected Yeromonahos 500-800 nm 23% 4% 

Table 1: Average difference in percent error for diameter and mass-length ratio calculated 

from numerical simulations with constant values of n and dn/dc (values at 633 nm) and 

wavelength-dependence corrected values of n and dn/dc (for HBS buffer). 

 

 Due to the increased error when using a constant value for n and dn/dc, for all subsequent 

results the full light scattering theory equation was corrected for wavelength dependence when 

creating the initial theoretical turbidity dataset, and the approaches were also corrected for 

wavelength dependence when being fit to the dataset.  

 

Wavelength Range Effects 

 As mentioned earlier, Carr and Hermans [19] used a wavelength range of 350-650 nm in 

their work, while Yeromonahos et al. [20] used a wavelength range of 500-800 nm. García et al. 

[31] argued that it is not as necessary to correct for the wavelength dependence of n and dn/dc if 

using a wavelength range of 500-800 nm because there is a lesser wavelength dependence of the 

parameters in that wavelength range than there is at lower wavelengths. 
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 As discussed in more detail in Appendix B.2, it is true that there is less variability in the 

values of n and dn/dc with changing wavelengths across the wavelength range of 500-800 nm 

than there is across the wavelength range of 350-650 nm; however, as discussed in the previous 

section there is still a significant amount of added error in the calculations of the diameter and 

mass-length ratio with this wavelength range when using constant values for those terms, so it is 

still necessary to account for their wavelength dependence in order to obtain reliable results. 

 The percent error in the values of the diameter using each of the three approaches for 

both wavelength ranges can be seen in Figure 5. All three approaches result in imaginary 

diameter values for thin fibers (diameters less than ~50 nm) for both wavelength ranges, shown 

by the purple bars and assigned a percent error value of 100% for plotting purposes. For thicker 

fibers (diameters of 150-200 nm), all three approaches show better fits with the 500-800 nm 

wavelength range. The Carr-Hermans approach and the Corrected Yeromonahos approach for 

the two wavelength ranges work well for fibers of intermediate thickness (diameters over a range 

of 50-150 nm), and the Carr-Hermans approach with a wavelength range of 500-800 nm is best 

for thicker fibers (with diameters of 150-200 nm). Some diameter values obtained with the three 

approaches across this range of diameters and lengths are shown in Appendix B.3. The Carr-

Hermans approach and the Original Yeromonahos approach always result in underestimated 

values of the diameter when compared to the values used to create the dataset using full light 

scattering theory for all of the diameter/length combinations investigated. The Corrected 

Yeromonahos approach results in mostly underestimated diameter values, except for the area of 

increased error at intermediate diameters (~50-150 nm) seen in Figure 5, in which it is 

overestimating the diameter values. Because the percent error involves taking the absolute value 

of the difference in the diameter value used to create the initial dataset using full light scattering 
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theory and the calculated value obtained from the fit, the transition from under- to overestimating 

the diameter results in the “saddle” feature seen in panels C and F. 

 A summary of which approach/wavelength range is best for each diameter/length 

combination, and which ones result in less than ten percent error, can be seen in Appendix B.3. 

 

 
Fig. 5: Percent error between the diameter obtained from fitting the three approaches to 

theoretical turbidity values created using full light scattering theory, and the value used to 

create the initial dataset for lengths of 0.5-10 μm and diameters of 10-200 nm for wavelength 

ranges of 350-650 nm (A-C) and 500-800 nm (D-F). (c = 0.0001 g/cm3, μ = 4.73 × 1012 

Da/cm, dn/dc and n corrected for wavelength dependence for fibers in HBS buffer; the purple 

bars represent imaginary diameter values calculated from the fit and were assigned a value of 

100% error for plotting purposes). 

 

 The percent error in the mass-length ratio obtained from the three turbidimetric 

approaches fit to full light scattering theory data compared to the value used to create the dataset 

are shown in Figure 6 for the two wavelength ranges. Note that the viewing angle is rotated 180° 

from what it was for the diameter error plots in Figure 5, and the percent error is the same for 

both the Original and Corrected Yeromonahos approaches, since the one changed term does not 

have an impact on the calculation of the mass-length ratio. 
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Fig. 6: Percent error between the mass-length ratio obtained from fitting the turbidimetric 

approaches to theoretical turbidity values created using full light scattering theory, and the 

value used to create the initial dataset for lengths of 0.5-10 μm and diameters of 10-200 nm for 

wavelength ranges of 350-650 nm (A-B) and 500-800 nm (C-D). (c = 0.0001 g/cm3, μ = 4.73 × 

1012 Da/cm, dn/dc and n corrected for wavelength dependence for fibers in HBS buffer). 

 

 Overall, there is much less error in the values of the mass-length ratio than with the 

diameter values. However, both wavelength ranges for all three of the approaches show an 

increased amount of error in the values of the mass-length ratio when the fibers are short (less 

than ~2 μm). All three of the approaches and both wavelength ranges appear to provide the most 

accurate values of the mass-length ratio when the fibers are thin (less than ~100 nm diameter) 

and long (5-10 μm length) and the Carr-Hermans approach from 500-800 nm also appears to 

provide accurate values when the fibers are thick (with diameters of 100-200 nm). 

Some values of the mass-length ratio given by the approaches across this range of 

diameters and lengths are shown in Appendix B.3. The Carr-Hermans approach and the 

Yeromonahos approaches all result in underestimations of the mass-length ratio values compared 

to the values used to create the dataset when using full light scattering theory for all 

diameter/length combinations investigated. 
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A summary of which approach is best for each diameter/length combination, and which 

approaches result in a less than ten percent error can be seen in Appendix B.3. It shows that 

although the Carr-Hermans approach and the Yeromonahos approaches provide less than ten 

percent error in the mass-length ratio for both wavelength ranges for most diameter/length 

combinations, the Carr-Hermans approach using a wavelength range of 350-650 nm is the most 

similar to full light scattering theory when the fibers have diameters of less than ~140 nm, and the 

Carr-Hermans approach using a wavelength range of 500-800 nm is the most similar when the 

fibers have diameters of 140-200 nm. 

We later determined based on our experimental analysis (see Chapter 3) that fibrin fiber 

diameters for physiological conditions can contain diameters up to approximately 258 nm, so the 

plots in this chapter do not quite cover the entire possible range (as they extend up to 200 nm). 

However, there is a simulated analysis of larger fiber diameters (up to 400 nm) provided in 

Appendix B.4. Furthermore, a description of the effects of changing fibrinogen concentration, 

diameter, length, and mass-length ratio can be seen in Appendix B.4. 

 

Best Turbidimetric Approach 

 Based on the numerical simulations, we found that while the three different approaches 

worked reasonably well for some fiber diameters and lengths, they also produced unacceptably 

large errors or imaginary values for other fiber diameters and lengths. Thus, caution needs to be 

used when extracting fibrin fiber structural properties from turbidity versus wavelength data. 

 The percent of the diameter/length combinations in which each approach gives less than 

ten percent error for each of the wavelength ranges investigated is shown in Table 2. As can be 
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seen, the Original Yeromonahos approach never provides less than ten percent error in the 

calculation of the diameter, and therefore appears to be the most unreliable approach.  

As discussed earlier, the Original Yeromonahos approach always underestimates the 

diameter. However, by multiplying with the extra 2/3 factor in the denominator when solving for 

the diameter with the Corrected Yeromonahos approach, the calculated value is increased so that 

it is closer to the actual diameter values. This results in a smaller percentage error, as seen in 

Figure 5. As seen in Table 2, this allows for the diameter and mass-length ratio of approximately 

half of the investigated diameter/length combinations to be obtained with less than ten percent 

error. Although this extra 2/3 factor decreases the percent error in the calculations of the 

diameter when compared to the Original Yeromonahos approach, the factor was obtained 

erroneously, as described earlier. Therefore, there is no physical basis for using the “correction”. 

The Carr-Hermans approach using a wavelength range of 500-800 nm provides less than 

ten percent error in both the calculated diameter and the mass-length ratio for the most 

diameter/length combinations investigated, and therefore appears to be the most reliable of the 

turbidimetric fitting approaches when compared to full light scattering theory. However, as will 

be described in Chapter 3, this was not the case experimentally. 

 

% of Investigated Diameter/Length Combinations with Less Than 10% Error 

Approach Diameter Mass-Length Ratio 

Carr-Hermans 350-650 nm 49.75% 63% 

Carr-Hermans 500-800 nm 55.75% 74.5% 

Original Yeromonahos 350-650 nm 0% 46% 

Original Yeromonahos 500-800 nm 0% 53.75% 

Corrected Yeromonahos 350-650 nm 42.25% 46% 

Corrected Yeromonahos 500-800 nm 51.25% 53.75% 

Table 2: Percent of investigated diameter/length combinations in which each approach and 

wavelength range provided less than ten percent error in the calculations of the diameter and 

mass-length ratio. 
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Conclusion 

There is an interest in determining the structural parameters of fibrin fibers because these 

parameters provide fundamental information regarding fibrin clot formation, and they have been 

correlated to diseases. Light scattering theory provides a connection between microscopic clot 

parameters (namely fiber diameter and mass-length ratio), and turbidity, which can be measured 

easily. However, extraction of the fiber diameter and mass-length ratio from turbidity data 

requires approximations to light scattering theory so that the scattering equations can be fit to 

turbidity versus wavelength data. We performed a computational evaluation of the validity of the 

three most commonly used approximations for physiologically relevant fiber lengths and 

diameters: the Carr-Hermans, the Original Yeromonahos, and the Corrected Yeromonahos 

approach, by applying them to turbidity versus wavelength datasets that were created from full 

light scattering theory. 

The first important takeaway from the results is that it is necessary to account for the 

wavelength dependence of n and dn/dc, rather than using constant values. No matter which 

wavelength range is used, using a constant value for these factors considerably increases the 

percent error in the diameter and mass-length ratio calculations. 

The results of the numerical simulations show that the utility of all three approaches is 

limited to certain values of fiber length, diameter, and wavelengths used for the turbidimetry 

measurements. As shown in Table 2, only the Carr-Hermans approach using a wavelength range 

of 500-800 nm and the Corrected Yeromonahos approach using a wavelength range of 500-800 

nm provide less than ten percent error for over half of the diameter/length combinations 

investigated, with the Carr-Hermans approach providing less than ten percent error for the most 

diameter/length combinations investigated. As seen in Figure B.3 of Appendix B, the Carr-
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Hermans approach provides less than ten percent error in the calculated diameter for fibers with 

diameters of 80-200 nm, and the Corrected Yeromonahos approach provides less than ten 

percent error in the calculated diameter for fibers with diameters of ~60-120 nm, as long as the 

length is greater than 1 µm. For fibers with diameters of 40-50 nm, the Corrected Yeromonahos 

approach works best in the 350-650 nm wavelength range. Below 40 nm, all three approaches 

fail, as they give imaginary values for the diameter. 

For the mass-length ratio, the Yeromonahos approaches provide less than ten percent 

error for fibers with lengths of 3-10 µm and diameters of ~10-140 nm, and the Carr-Hermans 

approach provides less than ten percent error for fibers with lengths of 3-10 µm and diameters of 

~10-200 nm. However, the Carr-Hermans approach always provides the least error in the mass-

length ratio, with the Carr-Hermans approach using a wavelength range of 350-650 nm being 

best for fibers with diameters of less than ~140 nm, and the Carr-Hermans approach using a 

wavelength range of 500-800 nm being best for fibers with diameters of 140-200 nm. This can 

be seen in Figure B.4 of Appendix B. 

Although the Corrected Yeromonahos approach does provide the most accurate results in 

calculating the diameter for some fiber diameter/length combinations, the Carr-Hermans 

approach is more often the most accurate, with less than ten percent error for most 

diameter/length combinations investigated (69% of all the diameter/length combinations 

investigated). Even when the Corrected Yeromonahos approach is better at calculating the 

diameter than the Carr-Hermans approach, it is only by a small difference in the percent error, 

with the largest difference being 13.37% error, and the average difference being 4.21% error. 

There is also no physical basis for the “correction” to the Yeromonahos approach, as described 

earlier. Furthermore, the Carr-Hermans approach always provides the most accurate results in 
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calculating the mass-length ratio. Therefore, according to this theoretical analysis, the Carr-

Hermans equation, especially when using the 500-800 nm wavelength range, despite its flaws, 

provides the most accurate results under many situations. 

To summarize, based on comparison with full light scattering theory, the commonly 

utilized turbidimetric approaches are, for the most part, able to provide accurate values of 

diameter, as long as the fibers have a length of 1-10 µm and a diameter of 50-200 nm, and the 

mass-length ratio can be determined with less than ten percent error if the fibers have lengths of 

3-10 µm and diameters of 10-200 nm. However, it is unclear whether turbidimetry analysis is 

able to provide accurate estimates at diameters that are far above 200 nm, as both full light 

scattering theory and the fitting approaches assume that the fibers are thin when compared to the 

wavelength values used for measurement. 

Because full light scattering theory itself contains some limitations due to assumptions 

about the fiber and clot behavior, as described in more detail in Chapter 5, it is necessary to 

compare these results with those obtained experimentally. We have provided an experimental 

analysis of the turbidimetric fitting approaches in the next chapter (Chapter 3) and compare the 

theoretical results from this chapter to those obtained experimentally in Chapter 4. 

 



 

CHAPTER 3: EXPERIMENTAL ANALYSIS OF TURBIDIMETRIC APPROACHES 

Introduction 

 While these different turbidimetric approaches (Carr-Hermans, Original Yeromonahos, 

Corrected Yeromonahos, and Ferri) are each commonly utilized within the fibrinogen 

community, and the Original Yeromonahos approach is even patented for use in predicting and 

treating bleeding disorders clinically [35], there has not been a careful and comprehensive 

experimental comparison between the different turbidimetric approaches over varying clot 

conditions, nor a comparison with other experimental methods. Herein, we provide the first 

comparison of turbidimetry-based diameters from these four methods across a range of 

physiologically relevant fibrinogen and thrombin concentrations. Furthermore, we provide the 

first direct comparison of experimental fiber diameters obtained from turbidimetry, electron 

microscopy, and super-resolution microscopy. 

 

Terminology 

In a typical turbidity assay, a spectrophotometer is used to obtain the ratio of the light 

intensity transmitted through a sample and the incident light intensity, as shown in Figure 7, and 

typically reports a value of either absorption or optical density, which must then be converted by 

the user to turbidity. However, while the spectrophotometer often reports an absorbance value, 

turbidity assumes that the only interaction with the light is scattering by the particulates. 

Therefore, it is important to understand how to convert data from common optical instruments to 

turbidity. 
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Fig. 7: The incoming light enters the solution and is scattered by the fibers. The transmitted 

light is collected by a detector. A ratio of the transmitted light to incoming light can be used to 

determine the turbidity. 

 

 Attenuance, a, is defined as the reduction in transmitted light through a sample due to 

absorption, scattering, or a combination of the two [36], and is given by: 

𝑎 = − log 𝑇 = − log (
𝐼𝑇

𝐼0
)         [42] 

where T is the transmittance, defined as the ratio of transmitted light intensity, IT, and incident 

light intensity, I0. In the case of attenuation due to either absorption or scattering, the transmitted 

light intensity decreases exponentially with the thickness of the material through which the light 

passes [16]: 

𝐼𝑇

𝐼0
= 10−𝛼𝑐𝑥           [43] 

𝐼𝑇

𝐼0
= 𝑒−𝜏𝑥           [44] 

where Equation 43 is for the case where all loss of light intensity is due to absorption and 

Equation 44 is for the case where all loss of light intensity is due to scattering. 𝛼𝑐 is the 

absorption coefficient (in units of cm-1), τ is the turbidity (in units of cm-1), and x is the 

pathlength, or sample thickness (in units of cm). 

 The absorption coefficient, 𝛼𝑐, is then related to absorbance, A, by [36]: 



37 
 

𝛼𝑐 = 𝐴/𝑥           [45] 

where the absorbance is defined as: 

𝐴 = − log (
𝐼𝑇

𝐼0
)          [46] 

which is the same as the definition of the attenuance in Equation 42, except that the definition of 

absorbance assumes that the only loss of light intensity is due to absorption, and not due to 

scattering, while for the attenuance, the loss of light intensity could be from either (or both). 

 The output quantity in spectrophotometry measurements is often given as absorbance, 

which assumes that all loss of light intensity is due to absorption. However, if both absorption 

and scattering are taking place, this quantity is actually the attenuance, and if scattering is the 

only interaction taking place, the quantity should be expressed in terms of turbidity. Thus, when 

studying turbidity using a spectrophotometer, it is often necessary to convert “absorption” 

readings into turbidity by setting Equation 43 equal to Equation 44, and putting the absorption 

coefficient in terms of absorbance: 

𝑒−𝜏𝑥 = 10−(
𝐴

𝑥
)𝑥 = 10−𝐴.         [47] 

 Taking the natural log of both sides and solving for turbidity provides the relationship 

between turbidity, τ, and the “absorbance” value, A, from a typical spectrophotometer: 

𝜏 =
𝐴

𝑥
ln(10).           [48] 

 Several papers refer to turbidity in terms of optical density, OD [13,19,20], and so it is 

also necessary to understand how optical density relates to absorbance and turbidity. However, 

this is more complicated by the fact that the definition of optical density is inconsistent within 

the literature. Thus, the use of this optical density term is discouraged [36]. The most widely 

used definition of optical density in the literature is [19,29]: 
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𝑂𝐷 = − log (
𝐼𝑇

𝐼0
)          [49] 

which makes optical density a unitless value with the same definition as absorbance, or 

attenuance if there is both scattering and absorption. This would mean that optical density and 

turbidity are related by: 

𝜏 =
𝑂𝐷

𝑥
ln(10).          [50] 

 However, in the original Yeromonahos paper [20], optical density was defined as: 

𝑂𝐷 = −
1

𝑥
log (

𝐼𝑇

𝐼0
)          [51] 

which gives optical density units of cm-1. This led the authors to the incorrect relation that: 

𝜏 = 1 − 𝑒−𝑂𝐷ln(10).          [52] 

 While this definition of turbidity was changed in a subsequent letter to the editor [21] to 

𝜏 = 𝑂𝐷ln(10), the incorrect definition (Equation 52) has been repeated in more recent papers 

[11,28]. 

 The lack of the pathlength factor in the updated Yeromonahos definition of turbidity has 

caused confusion in and of itself, as it has resulted in some researchers inserting the pathlength 

into the equation incorrectly [11,28]. While the definition of turbidity as 𝜏 = 𝑂𝐷ln(10) using 

optical density with units of cm-1 makes sense when using a pathlength of 1 cm, such as with a 

standard 1 cm wide cuvette, it may result in errors when using a pathlength other than 1 cm (such 

as in a 96-well plate). In those cases, it is necessary to calculate the pathlength. This can be 

performed by loading reference wells with the same volume of water as the liquid volume in the 

sample wells and taking absorbance measurements at ~975 nm (the absorption peak of water) 

and 900 nm (a reference wavelength), and then using the equation: 

𝑥 =
𝐴(975𝑛𝑚)−𝐴(900𝑛𝑚)

𝐾−𝑓𝑎𝑐𝑡𝑜𝑟
.          [53] 
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where the K-factor is a measure of the absorbance of water at the absorption peak minus the 

absorbance of water at the reference wavelength for a pathlength of 1 cm [37]. The pathlength 

can also be determined with a measurement of the height of the sample within the well, although 

this is difficult to obtain accurately, due to the meniscus of the sample surface. 

 

Materials and Methods 

Clotting Reagents:  

To create clots, peak 1 fibrinogen, FXIIIa, and human alpha thrombin, all bought from 

Enzyme Research Labs, were combined in HBS buffer (150 mM sodium chloride, 20 mM 

HEPES, pH 7.4) with 5 mM calcium chloride. A western blot showing the crosslinking by the 

FXIIIa can be seen in Appendix C.1. 

Clots were made with fibrinogen concentrations of 0.5, 1, 3, and 5 mg/mL and thrombin 

concentrations of 0.1, 1, and 5 NIH-U/mL (often shorted to U/mL, where U are the standard 

units determined by the National Institutes of Health for describing thrombin activity), with all 

samples containing 25 Loewy-U/mL FXIIIa (often shortened to L-U/mL, and describing the 

amount of enzyme required to form an insoluble clot under certain conditions). The fibrinogen 

concentrations were chosen to match the range of normal and diseased physiological conditions. 

Normal levels of fibrinogen are 2-4 mg/mL, hypofibrinogenemia is 0.2-0.8 mg/mL [38], and 

hyperfibrinogenemia is greater than 4 mg/mL [39]. The lowest physiological concentration of 

thrombin is 0.1 U/mL [40] so that was chosen as our lowest value, and 1 and 5 U/mL were also 

chosen, as those have been shown to produce drastically altered fiber structure [32]. FXIII 

circulates at a concentration of 14-28 μg/mL in plasma [41], which corresponds to approximately 
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42-84 L-U/mL. The normal activity of FXIII can be as low as 47% [42], thus leading us to 

choose 25 L-U/mL of FXIIIa for our samples. 

 

Scanning Electron Microscopy (SEM): 

To create the SEM samples, 5 holes were cut into the lid of a 600 μL microcentrifuge 

tube using an 18-gauge needle and the flat part of the lid was covered with parafilm. 50 μL 

fibrinogen solution, containing the peak 1 and FXIIIa in HBS buffer was loaded into the lid, and 

topped with 50 μL solution containing thrombin in HBS buffer with 10 mM calcium chloride. 

The solution was then pipetted up and down once to promote mixing of the thrombin and 

fibrinogen solutions. The lid was placed into a Petri dish containing a damp Kimwipe and the 

dish was sealed with parafilm along the outside to create a humidified chamber and incubated at 

37°C for one hour. After that hour, the microcentrifuge lid containing the clot was taken out of 

the incubator and the parafilm was removed. The lid was then placed in a container of HBS 

buffer such that the clot was submerged below the surface and the flat side of the lid was floating 

at the top and stirred for twenty minutes. This was repeated two more times in fresh HBS 

solution. The clot was then submerged in the same manner in an aqueous 2% glutaraldehyde 

solution and left overnight. 

The following day, the clot was again washed three times for twenty minutes each time in 

HBS solution in the same way. The clot was then placed into solutions of 30%, 50%, 70%, 90%, 

100%, 100%, and 100% ethanol, sequentially, for 15 minutes each. It was then placed into a 

solution of 50% ethanol/50% hexamethyldisilazane for 10 minutes, then in 100% 

hexamethyldisilazane twice, for 10 minutes each time. The hexamethyldisilazane was then 
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mostly removed, leaving just what was left on top of the clot in the lid, and the clot was left 

overnight to dry. 

The following morning, the dried clot was removed from the microcentrifuge lid and 

mounted onto a stub topped with double-sided carbon tape. Small droplets of silver conducting 

paint were then placed at two ends of the mounted clot. Once the paint dried, the sample was 

sputter coated using a Denton Vacuum Desk V sputter coater for 40 seconds at 30 mA and 

imaged using a Zeiss EVO 10 scanning electron microscope at 21.96 kx magnification. A 

diagram outlining the methods for preparing a fibrin clot for SEM imaging are shown in Figure 

C.2 of Appendix C.2. The methods were adapted from those previously published [11] in 

collaboration with the Guthold lab. 

Fiber diameter values were obtained from the acquired SEM images using the line 

segment measuring tool in ImageJ (http://rsbweb.nih.gov/ij/). This process was repeated in the 

same manner for clots of each fibrinogen/thrombin concentration analyzed, with two samples 

imaged at each investigated concentration. There were on average six images analyzed per 

concentration, with an average of 185 fiber measurements per concentration. 

 

Stochastic Optical Reconstruction Microscopy (STORM): 

 To prepare the STORM samples, 5 μL fibrinogen solution (containing the wild-type 

fibrinogen, AlexaFluor-647-labeled fibrinogen, and FXIIIa) was spread out onto a 22 x 22 mm 

cover glass and combined with 5 μL thrombin solution. The samples were placed into a closed 

Petri dish with a damp Kimwipe to create a humidified container, and were allowed to 

polymerize for one hour at 37 °C. Following polymerization, the samples were topped with 5 μL 

HBS buffer and 5 μL Vectashield mounting medium to decrease photobleaching of the 
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fluorophores. The cover glass containing the sample was then carefully placed onto a microscope 

slide, with the fibrin clot between the two, and sealed around the edges using fingernail polish. A 

representative image of a fibrin clot prepared for STORM imaging is provided in Figure C.3 of 

Appendix C.2. 

 STORM images were acquired using Nikon NIS-Elements AR software version 5.11.00 

and an Apo TIRF 100x objective (1.49 NA) on a Nikon Eclipse Ti2 inverted microscope, 

equipped with 405 and 640 nm lasers. Imaging was performed in a slice where fibers were 

primarily oriented in the imaging plane to ensure accurate fiber diameter measurements. Images 

were acquired at an image size of 256 × 256 pixels for 20,000 frames using a ProEM HS 

EMCCD camera (Princeton Instruments), 16-bit with no binning. EM gain was set to 20 MHz 

with an EM gain multiplier of 300 and a conversion gain multiplier of 1. The 640 nm laser power 

was set to 100%, and the “Adjusted Laser Powers” setting provided by the NIS-Elements 

software was used to control the photoswitching of the AlexaFluor-647 fluorophores through 

activation using the 405 nm laser and excitation using the 640 nm laser. 

 STORM images were reconstructed from the raw .nd2 files using the NIS-Elements 

software with the following settings: “Auto Fit ROI”, minimum height 1000, maximum height 

65,535; CCD Baseline was set to 100, minimum width 200 nm, maximum width 700 nm, initial 

fit width 300 nm, maximum axial ratio 2.5, and a maximum displacement of 1 pixel. At the end 

of the run, the files were processed into .bin files, which contained the molecule count 

information with the coordinates and the intensity of each blinking event. Drift correction was 

performed using the automatic drift correction option in the NIS-Elements software. After 

processing, the final STORM images were displayed as a collection of Gaussian spots 

representing each blinking event. A 30 × 30 pixel region of interest was captured for each fiber 
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within the image, and saved as a .nd2 file for further analysis. Subsequent analysis of the 

processed .nd2 files was performed with ImageJ (http://rsbweb.nih.gov/ij/) software using the 

line segment measuring tool to obtain the fiber diameter. 

 A minimum of two samples were imaged for each investigated fibrinogen/thrombin 

concentration. The concentration of AlexaFluor-647-labeled fibrinogen for each sample was 

chosen so that the edges of the fibers could be clearly distinguished in the reconstructed STORM 

images. The fraction of AlexaFluor-647-labeled fibrinogen to wild type fibrinogen for each 

sample is noted in Appendix C.2, with a discussion on the effects that changing AlexaFluor 

concentrations would play on the obtained fiber diameters in Appendix C.3. 

 

Confocal Imaging: 

The confocal images were prepared in the same manner as the STORM samples, except 

that following polymerization, they were only topped with 5 μL HBS buffer, not with 

Vectashield mounting medium. AlexaFluor-647-labeled fibrinogen was added at 1/65 the 

concentration of wild type fibrinogen for all samples. Two samples were imaged for each 

investigated fibrinogen/thrombin concentration. 

Confocal images were acquired on each sample using a Zeiss LSM800 laser scanning 

microscope, using a 63x oil immersion objective. Z-stack images were taken throughout the 

sample height with equivalent settings used for all samples (slice thickness of 0.3 μm, pin hole 

size of 55.84 μm, frame size of 1024x1024 pixels, pixel size of 0.1 μm, frame rate of 17.87 

seconds, and pixel time of 8.24 μs, at 8 bits per pixel). 

Confocal images were used to determine fiber length, mass fractal dimension, and pore 

size. In order to determine the fiber length, manual measurements were taken on the obtained 3D 



44 
 

confocal images using the program Imaris. To determine the mass fractal dimension, the 2D 

slices making up the 3-dimensional stack were made binary using ImageJ, with the default 

method and background settings, which set an automatic threshold level based on analysis of the 

histogram of the image, converting the object to pixel values of 255 and 0, then the fractal box 

count tool in ImageJ was used to obtain the fractal dimension, using box sizes of 2, 3, 4, 6, 8, 12, 

16, 32, and 64 pixels. This tool works by covering the image with a sequence of grids of varying 

box sizes and plotting the log of the number of boxes containing fibers versus the log of the box 

size, with the slope of the plot being equal to negative the mass fractal dimension [43]. The pore 

size was also obtained on the binary images creating the 3-dimensional stack, using the 

MATLAB code provided by Münster and Fabry [44] which is based on the method proposed by 

Molteni et al. [45]. This code works by segmenting the image into fiber pixels of value 1 and 

fluid pixels of value 0, then creating a Euclidean distance map (EDM) that assigns each pixel of 

the fluid phase a Euclidean distance to the nearest fiber pixel. The EDM value determines the 

largest radius a circle centered at each pixel can have without overlapping any fibers. Next, the 

coordinates of all local maxima are determined (a pixel whose eight neighbors all have similar 

values). The local maxima of the EDM define the locations of the center points of all possible 2D 

“bubbles”. It was shown by Molteni et al. [45] that the diameter values obtained for these 2D 

“bubbles” are good representations of the 3D pore sizes as long as the pore sizes are isotropic. 

Once the radii of the pores were provided by the program, the values below a manually measured 

threshold were removed, as described in more detail in Appendix C.4, and the pixel radii values 

were converted to diameters in μm. In order to confirm the pore size values obtained, ten manual 

measurements were performed for each sample using Imaris by placing a sphere in the center of 
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selected pores, sized to fill the pore, and recording the diameter of the sphere. The manual values 

were compared to those obtained using the MATLAB program and can be seen in Appendix C.4. 

 

Turbidimetry: 

“Absorbance” measurements were taken on clots containing each investigated 

fibrinogen/thrombin concentration in both a cuvette, as well as in a 96 well plate, with each 

performed in triplicate. 

For the experiments performed in a cuvette, a Thermo Scientific Nanodrop 2000c 

spectrophotometer was used to take the measurements, and the solutions were loaded into 

disposable micro-cuvettes with a pathlength of 1 cm. This allowed for small volumes to be used 

without the need for pathlength corrections. 

First, measurements were taken on a 100 μL background solution containing the desired 

concentrations of thrombin and FXIIIa, but with no fibrinogen. Then a cuvette containing 50 μL 

fibrinogen solution (with the fibrinogen and FXIIIa) was placed into the spectrophotometer and 

the solution was topped with 50 μL thrombin solution. Immediately following the addition of 

thrombin to the fibrinogen in the sample solution, “absorbance” measurements were taken at 405 

nm every 15 seconds for one hour at 37°C while the clots polymerized. After the one hour of 

polymerization, measurements were taken every 10 nm over a range of 350-800 nm. The 

equipment automatically subtracted the “blank” measurements from the sample measurements, 

removing any background from the sample’s absorbance values. 

For the measurements performed in a 96 well plate, three wells were prepared for each 

sample concentration being analyzed, three wells with background solution containing the same 

concentrations of buffer, thrombin, and FXIIIa as used in the sample solutions, but with no 
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fibrinogen, and three wells with deionized water, all at a final volume of 150 μL per well. For the 

sample wells, 75 μL fibrinogen solution containing the fibrinogen and FXIIIa in HBS buffer was 

loaded into the bottom of a 96 well plate. The fibrinogen solution was then topped with 75 μL 

thrombin solution containing human alpha thrombin in HBS buffer with 10 mM calcium 

chloride. 

Immediately after the addition of thrombin, the sample was shaken by the BioTek 

Synergy HT plate reader for 5 seconds, then “absorbance” measurements were taken every 15 

seconds for one hour at a wavelength of 405 nm and a temperature of 37°C to capture the 

polymerization process. After that hour, “absorbance” measurements were taken on the same 

wells every 10 nm from 350-800 nm, as well as at a wavelength of 900 nm and 977 nm, to allow 

for pathlength measurements. The measurements taken in the 96 well plate were also repeated 

using a cover, then a double-layered cover, with smaller hole sizes in order to determine the 

effects of multiple scattering.  

The triplicate values for each sample were averaged. In some cases, one of the triplicate 

values was excluded due to 80-100% of their datapoints falling outside of one standard deviation 

of the other two samples. This is likely due to a bubble forming during the process of adding the 

activation solution, leading to a change in scattering that is from the change in medium rather 

than from the formation or thickening of fibers. The average “absorbance” value from the 

background wells were then subtracted from the average value for each sample of the 

corresponding thrombin concentrations for each datapoint. The pathlength (in cm) was calculated 

by averaging the “absorbance” values for the wells with water and subtracting the value at 900 

nm from the value at 977 nm, then dividing by 0.18 (the K-factor). 
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The “absorbance” values for each of the samples obtained from either the cuvette or from 

the plate reader were converted to turbidity using Equation 48 and then plotted into the 

appropriate formats and fit with each of the different turbidimetric approaches to extract the fiber 

diameter. 

This was done for a wavelength range of 350-650 nm, 500-800 nm, and 350-800 nm, 

both using constant values of n and dn/dc, as well as accounting for their wavelength 

dependence. When accounting for the wavelength dependence of n and dn/dc, the equations 

𝑛(𝜆) = 1.3247 +
3093.9

𝜆2
 and 

𝑑𝑛

𝑑𝑐
(𝜆) = 0.1853 +

1689.9

𝜆2
 were used. For the constant values, the 

spectral averages were used, which were < 𝑛 > = 1.3383 and <
𝑑𝑛

𝑑𝑐
> = 0.192728 for a 

wavelength range of 350-650 nm, < 𝑛 > = 1.33243 and <
𝑑𝑛

𝑑𝑐
> = 0.189525 for 500-800 nm, and 

< 𝑛 > = 1.33575 and <
𝑑𝑛

𝑑𝑐
> = 0.191335 for 350-800 nm. 

 A diagram outlining the methods for obtaining turbidimetry measurements on a 

fibrin clot are shown in Figure C.9 of Appendix C.5. 

 

Results and Discussion 

SEM and Super Resolution Imaging 

Although SEM imaging is the standard used for determining fibrin fiber diameter, it 

requires drying and fixation of the samples, which can lead to morphological changes. It is well 

known that the sample preparation can alter the final imaged sample; however, the full effects 

are largely undetermined due to the limited number of alternative methods for determining fiber 

diameter. However, with the recent invention of super-resolution fluorescent microscopy, it is 
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now possible to determine the fiber diameter of fibrin fibers in solution, without the need for 

drying. 

 For typical visible light microscopes, the microscope is governed by Abbe’s diffraction 

limit, meaning the lateral resolution is ~λ/2NA, where λ is the wavelength of light used for 

imaging, and NA is the numerical aperture of the objective. Assuming that a wavelength of 647 

nm is used for imaging and the numerical aperture is 1.4, the resolution limit would be ~231 nm, 

with anything below that appearing as a diffraction-limited blur [46]. This makes reliable 

determination of fibrin fiber diameter impossible, as they range on average from 44-210 nm for 

conditions similar to those in blood, according to SEM imaging [32,47]. However, STORM 

microscopy is able to obtain over 10x improved resolution through the use of optically 

switchable fluorophores that can be switched between fluorescent and nonfluorescent states by 

exposure to light [48]. By using optically switchable fluorophores, only a small number of 

fluorophores are excited at a time, allowing for a high degree of accuracy in the localization of 

individual fluorophores with Gaussian fitting [49]. This allows for an imaging resolution of 

approximately 20 nm [48], allowing for accurate measurement of fibrin fiber diameters. 

While a few groups have used super-resolution imaging to analyze fibrin fibers [50-53], 

an in-depth comparison between diameters obtained using SEM and using super-resolution 

imaging has yet to be performed. Here, we provide a comparison of the diameters obtained using 

SEM and STORM imaging across a range of physiological fibrinogen and thrombin 

concentrations. 

Side-by-side SEM and STORM images for fibrin fibers created with the same fibrinogen 

and thrombin concentrations at similar magnification can be seen in Figure 8. Representative 

SEM and STORM images for the full range of investigated concentrations can be seen in 
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Appendix C.2. Plots showing the average diameters obtained using the two methods for each clot 

condition are shown in Figure 9, with the actual diameter values provided in Appendix C.2.  

 

 
Fig. 8: Representative A) SEM and B) STORM images of clots made with 0.5 mg/mL 

fibrinogen, 0.1 U/mL thrombin, and 25 L-U/mL FXIIIa (scale bars 1 µm). 

 

 
Fig. 9: SEM vs. STORM diameters for fibrinogen concentrations of 0.5, 1, 3, and 5 mg/mL, 

and thrombin concentrations of A) 0.1 U/mL, B) 1 U/mL, and C) 5 U/mL (error bars represent 

the standard deviation). 

 

The diameter values obtained from SEM imaging and from STORM imaging were 

remarkably similar for most clot conditions, with the averages ± standard deviations overlapping 

for all clot conditions. Furthermore, they both show increased fiber diameter as the fibrinogen 

concentration is increased, and decreased diameter as the thrombin concentration is increased. 

This matches previously reported results [54,55]. The opposite trend in the effect of fibrinogen 

concentration was reported by Ryan et al. [32], who reported decreased fiber diameters with 

increasing fibrinogen concentrations. However, they reported very similar ranges of diameters 
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for the three investigated concentrations, with only a 26 nm difference in the largest and smallest 

average diameters reported and considerable overlap between the sample averages when 

accounting for the standard deviation. 

Since the diameter values obtained using SEM and STORM were so similar, we elected 

to use those from SEM imaging for comparison with those obtained from the turbidimetric 

approaches, since it is the more commonly utilized of the two methods. 

 

Confocal Imaging 

 In addition to the turbidimetry measurements, the Ferri approach also requires pore size 

and mass fractal dimension measurements. The pore size is the size of the spaces between the 

fibers, and thus describes the density of the network, since the more densely packed the fibers, 

the smaller the pore sizes will be. The mass fractal dimension is a measure of the complexity of 

the network pattern. The pore size and mass fractal dimension were obtained using confocal 

images. Fiber length measurements were also obtained from the confocal images. Representative 

confocal images for each of the fibrinogen/thrombin concentrations can be seen in Figure 10.  

The obtained parameter values can be seen in Table 3. 

 Our results match those predicted based on previous works, showing that the pore size 

should decrease with increasing fibrinogen concentration [56], the mass fractal dimension should 

increase with increasing fibrinogen concentration and increase with increasing thrombin 

concentrations [57], and the fiber length should decrease with increasing thrombin concentration 

[32].  
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Fig. 10: Representative confocal images for each investigated fibrinogen and thrombin 

concentration (noted by column and row headings, respectively) imaged using a Zeiss 

LSM800 with a 63x objective (scale bars 10 μm; brightness/contrast auto adjusted for 

visualization purposes using ImageJ). 

 

A Fibrinogen 

Concentration (mg/mL) 
Pore Size (μm) Fiber Length (μm) 

Mass Fractal 

Dimension 

 0.5 6.61 ± 2.13 (n=228) 9.26 ± 3.20 (n=104) 1.41 ± 0.03 (n=20) 

 1 5.47 ± 1.53 (n=323) 8.19 ± 2.86 (n=102) 1.43 ± 0.01 (n=18) 

 3 2.88 ± 0.54 (n=730) 6.86 ± 2.35 (n=101) 1.58 ± 0.01 (n=20) 

 5 2.52 ± 0.44 (n=1152) 6.22 ± 1.67 (n=101) 1.64 ± 0.01 (n=23) 

 

B Fibrinogen 

Concentration (mg/mL) 
Pore Size (μm) Fiber Length (μm) 

Mass Fractal 

Dimension 

 0.5 2.82 ± 0.44 (n=488) 5.57 ± 1.49 (n=102) 1.65 ± 0.04 (n=25) 

 1 2.58 ± 0.54 (n=606) 5.13 ± 1.43 (n=102) 1.73 ± 0.01 (n=22) 

 3 1.99 ± 0.40 (n=1142) 3.97 ± 1.28 (n=100) 1.74 ± 0.02 (n=18) 

 5 1.72 ± 0.32 (n=2054) 3.10 ± 0.96 (n=102) 1.78 ± 0.004 (n=20) 

 

C Fibrinogen 

Concentration (mg/mL) 
Pore Size (μm) Fiber Length (μm) 

Mass Fractal 

Dimension 

 0.5 1.63 ± 0.26 (n=1514) 2.61 ± 0.77 (n=101) 1.76 ± 0.04 (n=20) 

 1 1.37 ± 0.17 (n=2115) 2.20 ± 0.55 (n=102) 1.77 ± 0.02 (n=23) 

 3 1.17 ± 0.19 (n=3616) 1.85 ± 0.44 (n=101) 1.84 ± 0.009 (n=21) 

 5 0.96 ± 0.17 (n=5988) 1.45 ± 0.37 (n=102) 1.85 ± 0.008 (n=17) 

Table 3: The pore size, fiber length, and mass fractal dimension for 0.5, 1, 3, and 5 mg/mL 

fibrinogen, with A) 0.1 U/mL thrombin, B) 1 U/mL thrombin, and C) 5 U/mL thrombin. 

(uncertainty = standard deviation; number of datapoints in parentheses). 
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Turbidimetry Measurements 

Absorption vs. Scattering 

Turbidimetry assumes that the only attenuation mechanism is scattering by the fibers, and 

that no absorption takes place. At first glance, this may seem to be a poor assumption, since 

tryptophan, tyrosine, and phenylalanine have an absorption peak at approximately 280 nm, and 

fibrinogen contains a significant number of these amino acids. However, it has been shown that 

the absorption of these residues falls to zero (or close to it) prior to a wavelength of 350 nm 

[22,58], which is the lowest wavelength value used in our analysis. We further tested this 

ourselves by performing absorbance measurements on a solution containing 0.4 mg/mL 

fibrinogen, with measurements taken every 25 nm from 200-800 nm, as seen in Figure 11. These 

results confirm that there is little to no absorbance in the wavelength range being investigated 

(350-800 nm). Thus, absorption plays little to no role in the loss of transmitted light, and so the 

assumption of most attenuation coming from scattering is reasonable. 

 

 
Fig. 11: Absorbance measurements on a solution containing 0.4 mg/mL fibrinogen in HBS 

buffer, showing that there is little to no absorbance by fibrinogen in the 350-800 nm 

wavelength range utilized in our experiments. 
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Effect of Fibrinogen Aggregates 

 It has been shown that stock supplies of fibrinogen, namely those provided by Enzyme 

Research Labs, contain a small amount of fibrinogen aggregates [31]. It has furthermore been 

shown that fibrin polymerization is altered in the presence of aggregates, resulting in thinner 

fibers [31,59]. 

In order to test the presence and effect of fibrinogen aggregates on our specific fibrinogen 

stock, we completed a turbidity assay and widefield fluorescent imaging of fibrin clots created 

using the stock fibrinogen (Enzyme Research Labs), fibrinogen from that same stock that we 

then purified using a size exclusion column, and fibrinogen that was run over the size exclusion 

column and then centrifugally concentrated. All experiments were done on samples made from 

0.5 mg/mL peak 1 fibrinogen (Enzyme Research Labs), 0.1 U/mL human α-thrombin (Enzyme 

Research Labs) in HBS (150 mM NaCl, 20 mM HEPES, pH 7.4) containing 5 mM CaCl2. We 

also completed dynamic light scattering (DLS) measurements of the three fibrinogen solutions at 

a concentration of 0.5 mg/mL in HBS buffer. 

The results from the size exclusion purification can be seen in Figure 12, where the x-axis 

provides the number of the fraction collected and the y-axis provides a reading of the absorbance 

at 280 nm in milli-absorbance units (mAU). The greater the absorbance value, the greater the 

amount of fibrinogen present in that fraction, which can be calculated quantitatively using the 

Beer-Lambert Law. We collected fractions 14-19, as those appeared to contain fibrinogen based 

on the absorbance measurements, and tested the fibrinogen concentration in each of the fractions 

using a Thermo Scientific NanoDrop 2000c spectrophotometer. The measured concentrations are 

shown in Table 4. Sometimes the purification equipment skips a collection container in the 

process of dispensing the liquid, so that is likely the reasoning for the peak of the curve not 
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aligning with the fractions that reported the highest fibrinogen concentrations. Since fractions 16 

and 17 contained the largest concentrations of fibrinogen, a portion of those two samples were 

combined and the sample was concentrated using a centrifugal concentrator. The resulting 

concentration according to the NanoDrop was 7.35 mg/mL. The stock solution prior to 

purification was used as the stock sample, fraction 17 was used as the purified sample, and the 

combined and concentrated fractions 16 and 17 was used as the concentrated sample. 

 

 
Fig. 12: Fibrinogen purification results using a size exclusion column. 

 

Fraction Fibrinogen Concentration (mg/mL) 

14 0.03 

15 0.20 

16 1.53 

17 1.85 

18 1.40 

19 0.38 

Table 4: The fibrinogen concentration for each of the collected fractions from the size 

exclusion purification. 

 

 For the turbidity measurements, absorbance readings were taken using a BioTek Synergy 

HT plate reader at 350 nm, with readings taken every 15 seconds for an hour following the 

addition of thrombin to the fibrinogen. The absorbance values of background solution consisting 
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of 0.1 U/mL thrombin in HBS with 5 mM CaCl2 were subtracted from the absorbance readings 

of the sample. The results are shown in Figure 13. In addition to the solutions described above, 

we also tested a sample containing fibrinogen that had been run over the size exclusion column 

and then flash frozen using liquid nitrogen, stored at -80°C, and thawed again at 37°C to test the 

effect of freeze/thaw cycles. 

 

 
Fig. 13: Turbidity assay polymerization curves for clots created using the stock fibrinogen 

solution, unfrozen purified fibrinogen, frozen then thawed purified fibrinogen, and 

concentrated purified fibrinogen. 

 

 According to experiments done by Lihong Huang and Susan T. Lord [59], as well as by 

García et al. [31], the maximum absorbance should be lower for samples containing aggregates. 

Our measurements suggest similar results, as the stock solution is expected to contain the highest 

number of aggregates and has the lowest maximum absorbance value, while the purified solution 

has a much higher absorbance value, and that is slightly decreased for the purified sample that 

has gone through a freeze/thaw cycle, which likely introduces new aggregates. The purified 

sample that has been centrifugally concentrated has the highest maximum absorbance value. The 

reasoning for this is unclear, but could be due to some of the calcium in the buffer being lost 

during the concentration process. It has been shown that fiber diameter decreases and density 
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increases with decreasing amounts of calcium [32]. Therefore, decreased calcium could lead to 

increased density, which could increase the maximum absorbance value. This idea is further 

supported by the widefield fluorescent images of the samples, as shown in Figure 14. The 

samples were prepared for fluorescent imaging by combining 5 μL fibrinogen solution at 1 

mg/mL containing 0.015 mg/mL Alexa-647 labeled fibrinogen with 5 μL thrombin at 0.2 U/mL 

on a coverglass. This was allowed to polymerize for 1 hour at 37°C in a sealed Petri dish 

containing a damp Kim wipe to create a humidified container. After polymerization, the sample 

was topped with 5 μL HBS and 5 μL Vectashield to reduce photobleaching and the coverglass 

was placed onto a microscope slide and sealed around the edges so that the sample was secured 

between the coverglass and microscope slide. It was then imaged on a Nikon Eclipse Ti2 

inverted microscope using a 640 nm laser and an Apo TIRF 100x objective (1.49 NA). As can be 

seen, the stock solution and purified solution show similar clot behavior, but the purified sample 

that has also been concentrated appears to be more dense, with thinner fibers. Although the 

concentrated sample clearly contains altered clot behavior, the concentration step would be 

necessary to obtain physiologically relevant concentrations from the purified fibrinogen. 

 

 
Fig. 14: 2D slice widefield fluorescent images of fibrin clots containing A) stock fibrinogen, 

B) purified fibrinogen, and C) concentrated purified fibrinogen (scale bar 10 μm). 
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 Finally, to test the amount of aggregates in each of the solutions, DLS measurements 

were taken on each of the fibrinogen samples at a concentration of 0.5 mg/mL in HBS buffer 

using a Wyatt DynaPro NanoStar. The results can be seen in Table 5. Pure fibrinogen monomers 

have a hydrodynamic radius of ~10 nm [60]. As seen, the values we obtained for all three 

fibrinogen solutions are very close to this expected radius, with the purified fibrinogen having 

the lowest value, the concentrated purified fibrinogen being a little higher, and the stock 

fibrinogen being the highest. This further supports the idea that the stock fibrinogen contains 

aggregates that are removed during purification. Furthermore, the purified fibrinogen only 

showed one peak, while the stock fibrinogen and concentrated sample contained a second peak 

of higher radius, likely caused by aggregation, as shown in Figure 15. 

 

 Hydrodynamic Radius (nm) 

Stock Fibrinogen 11.6 

Purified Fibrinogen 9.3 

Purified/Concentrated Fibrinogen 10.5 

Table 5: Hydrodynamic radius of stock fibrinogen, purified fibrinogen, and purified then 

concentrated fibrinogen solutions according to dynamic light scattering. 
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Fig. 15: Dynamic light scattering peaks for A) stock fibrinogen, B) purified fibrinogen, and C) 

concentrated fibrinogen solutions. 

 

 While our stock solution does appear to contain some aggregates, it has been shown that 

normal plasma contains fibrinogen aggregates, and that those with ischemic diseases and 

bleeding tendencies have elevated amounts of aggregates present in their plasma [59,61]. Since 

pathological conditions such as myocardial infarction [5], ischemic stroke [6], and venous 

thromboembolism [7] have been shown to contain gels and fibers with altered structural 

properties, in order to further understand these diseases and how they are linked to altered fibrin 

structure, it is necessary to understand how fibrin behaves with changing parameters under 

similar environmental conditions. Therefore, in order to make our results more clinically 

relevant, we elected not to purify the stock solutions in our experiments in order to study how 
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fibrin structural properties change with changing fibrinogen and thrombin concentrations, while 

also containing fibrinogen aggregates. We furthermore used one stock solution for all 

experiments in order to ensure that the amount of aggregates was constant between experiments. 

 

Turbidimetry Diameter Values 

Due to limitations of the cuvette reader which are discussed in more detail in the 

subsequent cuvette vs. 96 well plate section, we used analysis of the experiments performed in a 

96 well plate in order to analyze the accuracy of the different turbidimetric approaches. Plots 

showing the diameter values from SEM imaging and obtained using each of the four 

turbidimetric approaches for each investigated fibrinogen/thrombin concentration are shown in 

Figures 16-18 for a wavelength range of 350-650 nm, 500-800 nm, and 350-800 nm, 

respectively. The orange datapoints represent those in which the wavelength dependence of the 

refractive index (n) and specific refractive index increment (dn/dc) were accounted for and the 

gray datapoints represent those in which constant values of n and dn/dc were used. A color-

coded plot showing the percent error between the diameter obtained using the turbidimetric 

approaches and those obtained using SEM are shown in Figure 19. 
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Fig. 16: Plots of diameters obtained using the different turbidimetric approaches (for 

wavelength corrected n and dn/dc and constant n and dn/dc) and those obtained using SEM for 

a wavelength range of 350-650 nm (plots with * in top right corner have some datapoints 

outside of the plot range; imaginary diameter values were plotted as a diameter of 0 nm). 
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Fig. 17: Plots of diameters obtained using the different turbidimetric approaches (for 

wavelength corrected n and dn/dc and constant n and dn/dc) and those obtained using SEM for 

a wavelength range of 500-800 nm (plots with * in top right corner have some datapoints 

outside of the plot range; imaginary diameter values were plotted as a diameter of 0 nm). 
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Fig. 18: Plots of diameters obtained using the different turbidimetric approaches (for 

wavelength corrected n and dn/dc and constant n and dn/dc) and those obtained using SEM for 

a wavelength range of 350-800 nm (plots with * in top right corner have some datapoints 

outside of the plot range; imaginary diameter values were plotted as a diameter of 0 nm). 
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Fig. 19: Percent error in the diameter obtained from each investigated turbidimetric approach 

compared to diameters obtained from SEM for a wavelength range of A) 350-650 nm, B) 500-

800 nm, and C) 350-800 nm (N/A represents an imaginary diameter value from the 

turbidimetric approach). 
 

Wavelength Dependence of n and dn/dc 

 As seen by comparing the orange and gray lines of the individual plots in Figures 16-18, 

diameter values obtained when accounting for the wavelength dependence of n and dn/dc are 

very similar to those obtained when using constant values of n and dn/dc. However, the 

diameters obtained when accounting for the wavelength dependence of those terms is closest to 

those obtained from SEM imaging for most clot conditions investigated, as shown in Table 6. 

 

 Percent of Clot Conditions with Diameter Closest to 

SEM Diameter* 

Wavelength Corrected n and dn/dc 60.4% 

Constant n and dn/dc 20.9% 

Table 6: Percent of investigated clot conditions in which the diameters obtained using 

wavelength corrected values of n and dn/dc or constant values of n and dn/dc resulted in 

diameters closest to those from SEM imaging (*Total error does not add up to 100% because 

neither was counted if they both gave imaginary values and both were counted if they 

contained equal percent errors). 

 

 Based on these results, combined with our results comparing the different turbidimetric 

approaches to full light scattering theory in Chapter 2, and previously reported results [18,34], it 
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is clear that it is necessary to account for the wavelength dependence of n and dn/dc in the fitting 

process. 

 

Wavelength Range Effects 

 The wavelength range of 500-800 nm results in the diameter values being closest to those 

obtained using SEM imaging for most of the investigated clot conditions, as shown in Table 7. 

 

Wavelength Range Percent of Clot Conditions with Diameter Closest to 

SEM Diameter* 

350-650 nm 18.2% 

500-800 nm 64.1% 

350-800 nm 16.1% 

Table 7: Percent of investigated clot conditions in which the diameters obtained using a 

wavelength range of 350-650 nm, 500-800 nm, or 350-800 nm resulted in diameters closest to 

those from SEM imaging (*Total error does not add up to 100% because none were counted if 

they all gave imaginary values and multiple were counted if they contained equal percent 

errors). 

  

Based on these results, combined with the simulated results of Chapter 2, it is evident that 

the wavelength range of 500-800 nm results in more accurate diameter values than using the 

350-650 nm wavelength range or 350-800 nm range. While it might be assumed that the more 

datapoints the better, there is actually a slight curvature to most of the plots when looking at the 

full 350-800 nm, which is minimized when looking at only 350-650 nm or 500-800 nm. This can 

be seen visually by the representative turbidimetric fitting plots, and quantitatively by the 

squared correlation coefficients between the datasets and the fitting equations, which are 

provided in Appendix C.5. 

 

Best Turbidimetric Approach 
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 Since it is apparent that using wavelength corrected values of n and dn/dc in the fittings 

and utilizing a wavelength range of 500-800 nm results in the most accurate diameter values, we 

investigated which approach was the best under those conditions. A color-coded error chart 

showing the percent error between the diameter values obtained using each of the turbidimetric 

approaches and those obtained using SEM imaging can be seen in Figure 20. As shown, all of 

the approaches result in fairly large amounts of error overall for the fibers with small diameter 

values, especially under 100 nm. Between 102 to 157 nm, the Original Yeromonahos approach 

provides less than 20% error. For larger diameters, the Corrected Yeromonahos approach was 

the most consistently reliable, resulting in less than 20% error for all clots with fibers of 136 nm 

diameter or larger. The Carr-Hermans approach did not work well for the largest diameter 

values, which makes sense since it contains an additional simplification from light scattering 

theory assuming that the fibers are thin. It also did not work well for a diameter of 157 nm, 

which corresponds to a fibrinogen concentration of 0.5 mg/mL and thrombin concentration of 

0.1 NIH-U/mL. It appears that this could be due to experimental error rather than a failure of the 

Carr-Hermans approach, as it was previously found that the Carr-Hermans worked well for this 

concentration [1], and it worked well for this concentration when using the cuvette for 

measurements. There was a lot of variability and no clear trend on which diameter values the 

Ferri approach provided values similar to those from SEM imaging. 

 

 
Fig. 20: Percent error in the diameter obtained from each investigated turbidimetric approach 

compared to diameters obtained from SEM for a wavelength range of 500-800 nm, with the 

wavelength dependence of n and dn/dc accounted for, arranged for in order of increasing 

diameter according to SEM analysis (N/A represents an imaginary diameter value from 

turbidimetric approach). 
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 While our simulated results of Chapter 2 suggested that the Carr-Hermans approach is the 

most accurate, this is often not the case when the full range of possible fibrinogen and thrombin 

concentrations are considered. 

 Furthermore, Ferri et al. and Vos [18,34] reported that the Ferri approach is the most 

accurate of the methods; however, this was based on the Ferri fitting equation having lower 

residuals than the other methods, meaning it best described the dataset. When we looked at the 

squared correlation coefficients for each of the clot conditions, we also found the Ferri approach 

to best fit many of the datasets – with the correlation being the highest for the Ferri approach in 

43.06% of the clot conditions analyzed. However, it only provided the closest diameter to that 

obtained from SEM imaging in 5.56% of clot conditions, showing that just because the equation 

fits the dataset the closest doesn’t necessarily mean that it results in the most accurate diameter 

values. We found that the approach with the best correlation was the one with the closest 

diameter to that obtained from SEM imaging in only 37.5% of the investigated conditions. 

 Since the Ferri approach also involves a secondary experimental technique to determine 

the pore size and mass fractal dimension, this could introduce additional error into its use for 

determining the fibrin fiber diameter, especially since the pore sizes are nonuniform throughout 

the sample, resulting in only the average value being obtainable, which could easily be skewed 

by very large or very small pores. Furthermore, we used confocal imaging for determining the 

pore size and mass fractal dimension, which Ferri et al. [18] argue is not the most reliable 

method for determining those parameters. This could have led to the poor accuracy of the Ferri 

approach in determining the fiber diameter for our analysis. A deeper analysis of the effects error 

in those parameters would have on the calculated fiber diameter is discussed in Appendix C.6, 

where we found that small errors in the mass fractal dimension cause a large difference in the 
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calculated fiber diameter for thin fibers. Therefore, it is possible that the Ferri fitting approach 

would have provided more accurate fiber diameter measurements had we used an alternative 

method for determining the pore size and mass fractal dimension, such as low-angle elastic light 

scattering. 

 Although we found that the “correction” to the Yeromonahos approach was obtained 

erroneously, as described in Chapter 1, the Corrected Yeromonahos approach using a wavelength 

range of 500-800 nm and wavelength corrected n and dn/dc provided less than twenty percent 

error for clots with diameters of 136 nm and larger, and therefore appears to be the most versatile 

of the approaches/conditions. It was also able to result in less than twenty percent error for all 

four fibrinogen concentrations when using 0.1 U/mL thrombin, and for fibrinogen concentrations 

of 3 and 5 mg/mL when using 1 and 5 U/mL thrombin. The only time this approach appears to 

fail is when applied to very thin fibers, created with small amounts of fibrinogen and large 

amounts of thrombin. Caution should, therefore, be used if analyzing very thin fibers, less than 

~136 nm, or when analyzing fibers larger than ~258 nm in diameter, as that is the largest average 

diameter investigated in this work. 

 

Adjusted Turbidimetric Approach 

 Since the results of Figure 20 display the percent error, they do not indicate whether the 

turbidimetry over- or underestimates the experimental SEM values. We decided to explore this 

further for the Corrected Yeromonahos approach using a wavelength range of 500-800 nm, with 

n and dn/dc wavelength corrected. Figure 21 plots the turbidimetry and SEM diameters as a 

function of SEM diameter and shows that turbidimetry systematically overestimates diameters 

less than 165 nm and underestimates diameters greater than 165 nm. 
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Fig. 21: Diameter values obtained from SEM imaging and from the Corrected Yeromonahos 

approach (using a wavelength range of 500-800 nm, with the wavelength dependence of n and 

dn/dc accounted for, in a 96-well plate). 
 

 Based on these results, we created a post hoc adjustment function that corrects for the 

systematic over- and underestimate of the turbidimetry values. To create this adjustment, a plot 

was made of the diameters obtained using SEM versus those obtained using the Corrected 

Yeromonahos approach for every clot condition investigated. This was done separately for those 

in which the turbidimetry diameter overestimates the SEM diameter (94-157 nm), and those in 

which it underestimates the SEM diameter (165-258 nm), as shown in Figure 22. 

 

 
Fig. 22: Diameter values obtained using SEM vs. those obtained from turbidimetry for cases 

where A) turbidimetry overestimates SEM diameter (94-157 nm), and B) turbidimetry 

underestimates SEM diameter (165-258 nm) (using the Corrected Yeromonahos approach, 

with a wavelength range of 500-800 nm, accounting for the wavelength dependence of n and 

dn/dc; equation represents linear line of best fit). 
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 The plots were then fit with a linear line and the equations for each line were used as a 

correction. The following equations define the post hoc adjustment: 

𝑑𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 = {
0.7005 ∗ 𝑑𝐶𝑜𝑟𝑟𝑌𝑒𝑟 + 15.932𝑑𝐶𝑜𝑟𝑟𝑌𝑒𝑟 < 160𝑛𝑚
1.2501 ∗ 𝑑𝐶𝑜𝑟𝑟𝑌𝑒𝑟 − 26.932𝑑𝐶𝑜𝑟𝑟𝑌𝑒𝑟 ≥ 160𝑛𝑚

    [54] 

 The percent error in the adjusted diameter values for each clot condition versus those 

from the Corrected Yeromonahos approach alone can be seen in Figure 23. Applying the 

adjustment reduces the difference between the diameter values obtained using the Corrected 

Yeromonahos approach and those obtained from SEM by an average of 6.7%. 

 

 
Fig. 23: Percent error in the diameter values obtained with turbidimetry compared to SEM 

when using the Corrected Yeromonahos approach alone (blue) versus when using the proposed 

adjustment (yellow) (Wavelength range of 500-800 nm, with n and dn/dc wavelength 

corrected). 
 

 Comparing the diameter values obtained using SEM, super-resolution imaging, and 

turbidimetry with our proposed adjustment, all three methods provide diameter values within 3% 

of one another when using 1 mg/mL fibrinogen and 0.1 NIH-U/mL thrombin. As this is an easily 

accessible concentration for most labs, utilizing relatively small amounts of sample, we 
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recommend using these concentrations as a standard for structural analysis of fibrin fibers with 

purified fibrinogen. 

 

Cuvette vs. 96 Well Plate 

 Since turbidimetry measurements can be performed in either a cuvette or a 96 well plate, 

we wanted to determine if there are any conditions in which one method is better than the other. 

A figure showing the percent error in the diameter obtained using each turbidimetric fitting 

approach versus the fiber diameter for each of the three investigated wavelength ranges when 

using a cuvette and when using a 96 well plate for measurements is shown in Appendix C.7. 

Based on those plots, there does not appear to be any clear trend to when a cuvette or 96 well 

plate is better for measurements. We furthermore plotted the percent error in the obtained 

diameters for each fitting approach versus the fibrinogen concentration when using a wavelength 

range of 500-800 nm, also shown in Appendix C.7. Again, there does not appear to be any clear 

trend in when either the 96 well plate or cuvette is more accurate. 

Figure 24 shows the average diameter values obtained using the two methods for each 

fibrinogen/thrombin concentration with a wavelength range of 500-800 nm, with the wavelength 

dependence of n and dn/dc accounted for, for each of the four turbidimetric fitting approaches. A 

color-coded table of the percent error in each of the approaches using the two methods for all 

clot conditions is shown in Appendix C.7. 
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Fig. 24: The diameter value obtained for each turbidimetric approach at the four investigated 

fibrinogen concentrations with thrombin concentrations of 0.1 U/mL (top row), 1 U/mL 

(middle row), and 5 U/mL (bottom row) using a cuvette (blue) and 96-well plate (orange) 

(using a wavelength range of 500-800 nm, with the wavelength dependence of n and dn/dc 

accounted for; * in the top right corner of the plot means some data is outside of the plot range; 

imaginary diameter values were represented as a diameter of 0 nm). 
 

As seen, there is good agreement between the diameter values obtained using the two 

different mechanisms for most investigated fibrinogen/thrombin concentrations, with three 

exceptions: when the fibrinogen concentration is high and thrombin concentration is low, 

resulting in thick fibers, when using a concentration of 0.5 mg/mL fibrinogen with 1 U/mL 

thrombin, and when using the Ferri approach at low fibrinogen concentrations, especially when 

also using low thrombin concentrations. 

The first of these scenarios, when the fibrinogen concentration is high and thrombin 

concentration is low, is due to limitations of our cuvette reader. Figure 25 shows the absorbance 

measurements over time taken as the clots formed for samples measured in both a cuvette and 96 

well plate. As can be seen, when using high fibrinogen concentrations (3 or 5 mg/mL), and 

especially when also using low thrombin concentrations, the cuvette measurements reach their 

maximum absorbance limit, causing the absorbance curves to become less smooth and max out 
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at an absorbance of approximately 2.6, unlike the 96 well plate measurements which remain 

smooth and increase with increasing fibrinogen concentration. When using a cuvette, the 

pathlength was 1 cm, rather than the ~0.45 cm pathlength used in the 96 well plate. As the fibers 

become thicker, they scatter more light, and thus less light is transmitted through the sample. As 

the sample pathlength that the light has to travel through increases, the amount of light making it 

all the way through the sample is decreased even further. Therefore, when the fibers become 

thicker, the amount of light making it all the way through the sample decreased so much that the 

cuvette was no longer able to get reliable “absorbance” measurements. This problem did not 

occur in the 96 well plates since the light had less sample that it needed to travel through. 

 

 
Fig. 25: Absorbance measurements over time as the clot polymerizes for each investigated 

fibrinogen/thrombin concentration using either a 96 well plate (top row) or cuvette (bottom 

row). 
 

The second scenario in which the cuvette and 96 well plate diameters disagree is for a 

fibrinogen concentration of 0.5 mg/mL with a thrombin concentration of 1 U/mL. Looking at the 

diameter values for the two methods in Figure 24, it can be seen that for all four of the 

turbidimetric approaches, the diameters increase with increasing fibrinogen concentration, as 



73 
 

expected, except for the clots made with 0.5 mg/mL fibrinogen and either 1 or 5 U/mL thrombin. 

This is due to the fact that the fibers are so thin that the diameter can no longer be reliably 

determined. For the sample with 0.5 mg/mL fibrinogen and 5 U/mL thrombin, the average 

diameter was the smallest investigated (94 nm), and both the cuvette and 96 well plate show this 

as having a larger diameter than the sample with the next highest fibrinogen concentration at this 

thrombin concentration. For the sample with 0.5 mg/mL and 1 U/mL thrombin, the average 

diameter was the next smallest we analyzed (102 nm), and the cuvette shows it having a larger 

diameter value than the next higher fibrinogen concentration at this thrombin concentration, but 

the 96 well plate does not. This implies that the 96 well plate allows for the reliable 

determination of fibers down to approximately 102 nm, while the cuvette reader is only able to 

be used for fibers down to approximately 109 nm diameter. 

Finally, the diameter values obtained using the 96 well plate and cuvette differ when 

using the Ferri fitting approach for low fibrinogen concentrations, especially when also using 

low thrombin concentrations. This is likely due to error in the calculations of the pore size from 

the confocal images for these samples. Our measurements showed the largest pore sizes for 

samples made with 0.5 or 1 mg/mL fibrinogen, with 0.1 U/mL thrombin. Those samples also had 

the largest standard deviation in the pore size measurements, implying that there is larger 

heterogeneity in the pore sizes at those concentrations than at the other concentrations. With the 

larger amount of heterogeneity in the pore sizes, the average would be a less accurate estimation, 

which could have led to the Ferri fitting approach being less accurate. 

Due to these limitations, it is suggested to use a 96 well plate if analyzing thicker fibers, 

formed with high fibrinogen concentrations and low thrombin concentrations, and to use an 

alternative method if analyzing very thin fibers, less than approximately 100 nm in diameter. Our 
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results contradict those published previously [62] which compared calculation of the mass-length 

ratio for fibers formed in a plate versus in a cuvette. They reported that plate readers could be 

used for qualitatively analyzing fibrin structure, but that a cuvette should be used if exact values 

are needed. It is unclear, however, if/how they calculated the pathlength of the plate reader 

samples, so that could be the cause of the discrepancy. 

Although we elected to perform our main analysis of the different turbidimetric fitting 

approaches based on measurements performed in a 96 well plate, the results are similar when 

also accounting for the measurements performed in a cuvette. When accounting for both 

measurement techniques, diameters obtained when accounting for the wavelength dependence of 

n and dn/dc are still closest to those obtained from SEM imaging in 57.6% of the investigated 

clot conditions. Furthermore, the 500-800 nm wavelength range results in the closest estimations 

of diameter to those from SEM in 64.1% of clot conditions analyzed, and the Corrected 

Yeromonahos approach still results in less than 20% error for all fiber conditions with diameters 

of 136 nm or larger. Therefore, the method used for measurement does not change our overall 

claims on which clot conditions result in the most accurate measurements of fiber diameter. 

 

Effect of Sample Volume on Cuvette Measurements 

 We furthermore looked at the effect of changing volume on the cuvette measurements, as 

we hypothesized that the more volume used, the more the fibers toward the bottom of the cuvette 

would be compacted due to the weight of the fibers on top of them. This would lead to increased 

scattering as the fibers would be more densely packed together. To test this, we ran absorbance 

measurements on clots containing 70, 100, and 130 μL sample volumes to look at differences in 
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the polymerization curves. The polymerization curves are shown in Figure 26, with the lag 

phase, rate of polymerization, and maximum absorbance values provided in Table 8. 

 

 
Fig. 26: Absorbance measurements over time as the clot polymerizes for clots created using 

0.5 mg/mL fibrinogen, 0.1 U/mL thrombin, 25 L-U/mL FXIIIa, with final sample volumes of 

70, 100, and 130 μL. 
 

Volume (μL) Lag Time (sec) Rate of Polymerization 

(Abs/sec) 

Max Absorbance 

70 389.73 0.0008 0.79 

100 390.26 0.0007 0.69 

130 315.02 0.0007 0.75 

Table 8: The lag time, rate of polymerization, and maximum absorbance values of the 

polymerization curves for sample volumes of 70, 100, and 130 μL. 

 

 The lag time is the time required for protofibril formation [63] and is determined by an 

absorbance increase of 0.015 from the first measurement [64]. While there is a slightly longer lag 

time for the sample volume of 130 μL, the samples were not performed at the same time so this 

is likely due to a difference in reaction time of starting the measurements after adding the 

thrombin mixture rather than a difference in time for protofibril formation. The rate of 

polymerization is determined by the slope of the upward increase in the absorbance 

measurements and was similar for all three samples. The maximum absorbance, which is related 
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to the fiber thickness of the fully formed clot, differed slightly between the three samples, but it 

does not follow a trend between the samples, so the differences are likely due to experimental 

variation rather than a difference due to the sample volume. 

 To further test the differences between the sample volumes, we performed turbidimetry 

measurements on the fully formed clots. The absorbance versus wavelength plots for the three 

samples are shown in Figure 27. As seen, the three curves are very similar. 

 

 
Fig. 27: Absorbance measurements over a wavelength range of 350-800 nm on fully formed 

clots created using 0.5 mg/mL fibrinogen, 0.1 U/mL thrombin, 25 L-U/mL FXIIIa, with final 

sample volumes of 70, 100, and 130 μL. 
 

 We then used the turbidimetry measurements from 500-800 nm and fit them with the 

Corrected Yeromonahos approach in order to determine the average fiber diameters of the three 

samples, which are provided in Table 9. The diameter values for the sample containing 70 μL 

and 130 μL were only 1 nm apart, with the diameter value for the 100 μL sample being slightly 

larger. Because the diameters obtained using the 70 μL and 130 μL samples were so similar, 

there does not appear to be any effect on the fiber diameter measurements due to the sample 

volume used. 
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Sample Volume (μL) Diameter (nm) 

70 172 ± 3 

100 185 ± 5 

130 173 ± 3 

Table 9: The diameter values obtained using the Corrected Yeromonahos approach with a 

wavelength range of 500-800 nm, accounting for the wavelength dependence of n and dn/dc, 

on clots containing 0.5 mg/mL fibrinogen, 0.1 U/mL thrombin, 25 L-U/mL FXIIIa, with final 

sample volumes of 70, 100, and 130 μL. 

 

 We further tested our theory that the fibers toward the bottom of the sample are being 

compressed by the weight of the fibers on top of them by analyzing the fiber density and fiber 

length throughout the height of a sample, as discussed in Appendix C.8. While we do find that 

there is a slight increase in fiber density and a slight decrease in fiber length toward the bottom 

of the sample compared to those at the top of the sample, suggesting that there is some 

compression of the fibers, it is not a very drastic change, and combined with the turbidity and 

turbidimetry results above, it does not appear that it causes a significant change to the fiber 

diameter, and thus is not a grave concern for measurements performed in a cuvette. 

 

Multiple Scattering Effects 

 It is likely that for clots containing very densely packed fibers, such as those created with 

large amounts of thrombin, the light will be scattered off of more than one fiber within the 

sample. This could lead to light that has been scattered being redirected back toward the detector. 

However, turbidimetry does not account for multiple scattering, so this could lead to 

underestimations in the fiber diameter for these clots. One method of reducing multiple 

scattering effects is by making the light travel through a smaller opening, which would block 

some of the light coming from indirect angles. It can be reduced even further by making the light 

travel through multiple sets of small openings. 
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 In order to determine the effect of multiple scattering on our samples, we took the 

turbidimetry measurements for each sample with no cover, with a cover of smaller holes 

centered above each well, and with two covers of smaller holes stacked on top of one another 

and centered on top of the wells. In order to make sure none of the incident beam was being 

blocked by these covers, we made the diameter of each hole larger than the width of the incident 

beam. These covers can be seen in Figure 28. 

  

 
Fig. 28: Images of the 3D printed cover(s) placed on top of the 96 well plates designed to 

block some multiple scattered light. 
 

 The diameter values obtained from our measurements performed with no cover, one 

cover, and both covers can be seen in Figure 29 for each turbidimetric approach using a 

wavelength range of 500-800 nm, with the wavelength dependence of n and dn/dc accounted for. 

As seen, the diameter values obtained when using either one or two covers are usually further 

from those obtained from SEM imaging than the ones taken with no cover for most clot 

conditions. This is possibly due to the beam not being perfectly centered on the wells, or being 

wider than the company said, which resulted in us blocking some of the light that was 

transmitted through the sample, as discussed more in Appendix C.9. Therefore, we cannot draw 

any definitive conclusions from the results. 
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Fig. 29: Average diameter values obtained from SEM imaging (blue) and from the 

turbidimetric fitting approaches using a 96 well plate with no cover (red), one cover (gray), or 

two covers (yellow) (500-800 nm wavelength range, wavelength dependence of n and dn/dc 

accounted for; * in top right corner means some datapoints outside of plot range; imaginary 

diameter values represented as a diameter or 0 nm). 
 

Turbidimetry Over Time 

 Although turbidimetry is typically used on a fully formed clot in order to determine the 

final average diameter, it is also possible to use the Carr-Hermans, Original Yeromonahos, or 

Corrected Yeromonahos approach to determine the diameter over time as the clot is forming. It is 

not possible with the Ferri approach, however, as that requires the concentration in the fitting 

equation, which is unknown precisely during the polymerization process. 

 This method of taking turbidimetry measurements over time is how the Yeromonahos 

approach has been used clinically for predicting the risk of bleeding or thrombosis [35], although 

it makes use of the number of protofibrils over time rather than the average diameter over time, 

and only requires measurements at two wavelength values between 450 and 850 nm. There are 

noticeable differences in fiber polymerization between plasma taken from normal patients, 
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hypercoagulant patients, and hypocoagulant patients, so by looking at the structural differences 

over time as a clot forms, it is possible to predict if someone is at risk of bleeding or thrombosis. 

 In order to determine the average diameter measurements over time, it is necessary to 

have a spectrophotometer capable of taking absorbance measurements over time at multiple 

wavelength values simultaneously. To determine the average diameter measurements over time 

on a clot containing 1 mg/mL fibrinogen, 0.1 U/mL thrombin, and 25 L-U/mL FXIIIa, we took 

absorbance measurements every 30 seconds for 1 hour with measurements taken every 50 nm 

from 500-800 nm. The results are shown in Figure 30. For the first six minutes, the approaches 

provided imaginary values, which are plotted as a diameter of 0 nm. The diameter value obtained 

from SEM imaging for this concentration was 218 nm, and is plotted as a yellow line across all 

timepoints. Although in these results the Carr-Hermans approach is the one which is the closest 

to the SEM diameter after polymerization is complete, apparently contradicting our previous 

results reporting that the Corrected Yeromonahos approach is the most accurate for this 

wavelength range and fibrinogen/thrombin concentration (see Figures 17 and 19), the results 

provided in Figures 17 and 19 are for measurements performed in a 96 well plate, while these 

measurements were performed in a cuvette. As shown in Figure C.14, the Carr-Hermans 

approach actually provides less error for this fibrinogen/thrombin concentration when using a 

cuvette than the Corrected Yeromonahos approach. However, even for measurements performed 

in a cuvette, the Corrected Yeromonahos still provides the most accurate values of diameter for 

the most fibrinogen/thrombin concentrations investigated. 
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Fig. 30: Average diameter values over time according to the Carr-Hermans, Original 

Yeromonahos, and Corrected Yeromonahos approaches for a clot containing 1 mg/mL 

fibrinogen, 0.1 U/mL thrombin, 25 L-U/mL FXIIIa. 
 

Conclusion 

 In this work, we have provided a comparison between diameter values obtained using 

SEM imaging, super resolution imaging, and the four different commonly utilized turbidimetric 

approaches for a range of physiologically relevant clot conditions, in order to determine in which 

cases and using what parameters each method is able to provide accurate results. The first 

important takeaway from our results is that the diameter values obtained when using SEM 

imaging and when using STORM imaging are remarkably similar, suggesting that there are not 

large structural differences caused by the drying, fixation, and sputter coating required for SEM 

sample preparation. 

 The next important takeaway is that there are structural differences caused by the 

presence of fibrinogen aggregates, so it is important to be consistent in which stock solutions are 

being used, and to not put the samples through multiple freeze/thaw cycles which introduces new 
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aggregates. There are also structural differences caused by centrifugally concentrating the 

samples, so this should be limited or remain consistent between samples. 

 Furthermore, we experimentally confirmed our claim in Chapter 2 that it is necessary to 

account for the wavelength dependence of the refractive index and specific refractive index 

increment, as using constants for these terms results in less accurate estimations of the fiber 

diameters. We also experimentally confirmed our previous claim that using a wavelength range 

of 500-800 nm provides more accurate diameter values than using a 350-650 nm wavelength 

range, and showed that it is also more accurate than using the entire range of 350-800 nm. 

 In contrast to our simulated results, we found that the Corrected Yeromonahos approach 

is often the most accurate of the turbidimetric approaches, providing diameter estimations with 

less than 20% error for all fibers with average diameters of 136 nm or larger. None of the 

approaches were able to provide accurate diameter values for fibers of approximately 100 nm 

thickness or smaller, so an alternate method such as SEM or super resolution imaging should be 

utilized if analyzing very thin fibers. Furthermore, we found that for high fibrinogen 

concentrations, the measurements performed in a cuvette reach their maximum absorbance 

measurements and are unable to provide reliable diameter values, so it is best to use a 96 well 

plate if utilizing fibrinogen concentrations of 3 mg/mL or more. 

 Finally, we have shown that it is possible to use the Carr-Hermans, Original 

Yeromonahos, and Corrected Yeromonahos approach for determining structural information 

over time, which can be used for comparing clot formation under different conditions, such as in 

a lab looking at the effects of different conditions on the clot structure (such as varying 

concentrations, pH levels, calcium concentrations, the addition of other proteins, etc.) or in a 

clinic looking at the risk of bleeding or thrombosis. 
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 To summarize, turbidimetry offers a quick estimation of fiber diameter; however, it is 

necessary to use the appropriate technique and conditions in order to obtain accurate 

measurements. It should not be used for analyzing very thin fibers, and should be performed in a 

96 well plate if analyzing very large fibers. The wavelength dependence of the refractive index 

and specific refractive index increment should be accounted for in the turbidity plots, and a 

wavelength range of 500-800 nm, or a similar range resulting in linear plots, should be used for 

measurements. Finally, the Corrected Yeromonahos approach should be used unless the range of 

diameter values is known and it is confirmed that one of the other approaches works well for 

those conditions. 

 



 

CHAPTER 4: COMPARISON OF THEORETICAL AND EXPERIMENTAL ANALYSIS 

Introduction 

 In order to determine how accurately the simulated error based on comparisons of the 

turbidimetric approaches to full light scattering theory actually matched experimental error, we 

compared predicted percent error based on the simulations to the experimental percent error 

between the diameter values obtained from the different turbidimetric approaches to those 

obtained from SEM imaging. Since our simulations were only for the Carr-Hermans, Original 

Yeromonahos, and Corrected Yeromonahos approaches, due to the Ferri approach requiring 

additional experimental techniques, those three are the ones we will compare in this chapter. 

 

Methods 

The Mathematica code used for analysis in Chapter 2 was used for determining the 

predicted percent error for each investigated clot condition, with fibrinogen concentrations of 

0.5, 1, 3, and 5 mg/mL and thrombin concentrations of 0.1, 1, and 5 U/mL. The diameter values 

used were the averages found for each clot condition from SEM imaging, and the average length 

obtained for each clot condition based on confocal imaging was input as the fiber length. The 

mass-length ratio input was 4.73*1012 Da/cm; however, as explained in Chapter 2, the results are 

independent of the input mass-length ratio. The Mathematica code then provided the percent 

error in the diameter value obtained using the Carr-Hermans approach, Original Yeromonahos 

approach, or Corrected Yeromonahos approach compared to the input diameter value. This was 

done for wavelength corrected values of the refractive index and specific refractive index 

increment, as well as using the spectral average for those terms (as provided in Chapter 3). It was 

also done for a wavelength range of 350-650 nm, 500-800 nm, and 350-800 nm. 
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 The experimental percent error values used for each clot condition/wavelength range 

were the error between the diameter values obtained from each of the three approaches fit to 

experimental turbidimetry data and those obtained from SEM imaging, as provided in Chapter 3. 

This was done for measurements performed in a 96 well plate, as well as those performed in a 

cuvette. 

 

Results and Discussion 

 The predicted percent error and the experimental percent error for measurements 

performed in a 96 well plate and in a cuvette, with the wavelength dependence of n and dn/dc 

accounted for, are shown in Figures 31-33, for a wavelength range of 350-650 nm, 500-800 nm, 

and 350-800 nm, respectively. The percent errors when using constant values of n and dn/dc are 

shown in Figures 34-36 for each of the investigated wavelength ranges. The predicted percent 

error was the error between the diameter input into the full light scattering theory equation (𝑑𝐿𝑆𝑇) 

(Equation 9) and the diameter obtained from fitting the theoretical turbidity dataset created from 

full light scattering theory with each of the turbidimetric approach equations (𝑑𝑡𝑢𝑟𝑏_𝑠𝑖𝑚), such 

that: 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑%𝐸𝑟𝑟𝑜𝑟 = |
𝑑𝐿𝑆𝑇−𝑑𝑡𝑢𝑟𝑏_𝑠𝑖𝑚

𝑑𝐿𝑆𝑇
| × 100      [55] 

 The experimental percent error was the error between the average diameter value 

obtained from SEM imaging (𝑑𝑆𝐸𝑀) and the diameter obtained from fitting an experimental 

turbidimetry dataset with each of the turbidimetric approach equations (𝑑𝑡𝑢𝑟𝑏_𝑒𝑥𝑝), such that: 

𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙%𝐸𝑟𝑟𝑜𝑟 = |
𝑑𝑆𝐸𝑀−𝑑𝑡𝑢𝑟𝑏_𝑒𝑥𝑝

𝑑𝑆𝐸𝑀
| × 100      [56] 

where the experimental turbidimetry dataset was obtained from measurements performed either 

in a cuvette or in a 96 well plate. 
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Fig. 31: Percent error in the diameter obtained from each turbidimetric approach compared to 

from SEM with measurements performed in a 96 well plate (orange) and in a cuvette (gray) 

and predicted percent error based on simulations of turbidimetric approach versus full light 

scattering theory (blue) (wavelength range of 350-650 nm; n and dn/dc wavelength corrected). 

 



87 
 

 
Fig. 32: Percent error in the diameter obtained from each turbidimetric approach compared to 

from SEM with measurements performed in a 96 well plate (orange) and in a cuvette (gray) 

and predicted percent error based on simulations of turbidimetric approach versus full light 

scattering theory (blue) (wavelength range of 500-800 nm; n and dn/dc wavelength corrected). 
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Fig. 33: Percent error in the diameter obtained from each turbidimetric approach compared to 

from SEM with measurements performed in a 96 well plate (orange) and in a cuvette (gray) 

and predicted percent error based on simulations of turbidimetric approach versus full light 

scattering theory (blue) (wavelength range of 350-800 nm; n and dn/dc wavelength corrected). 
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Fig. 34: Percent error in the diameter obtained from each turbidimetric approach compared to 

from SEM with measurements performed in a 96 well plate (orange) and in a cuvette (gray) 

and predicted percent error based on simulations of turbidimetric approach versus full light 

scattering theory (blue) (wavelength range of 350-650 nm; constant n and dn/dc). 
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Fig. 35: Percent error in the diameter obtained from each turbidimetric approach compared to 

from SEM with measurements performed in a 96 well plate (orange) and in a cuvette (gray) 

and predicted percent error based on simulations of turbidimetric approach versus full light 

scattering theory (blue) (wavelength range of 500-800 nm; constant n and dn/dc). 
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Fig. 36: Percent error in the diameter obtained from each turbidimetric approach compared to 

from SEM with measurements performed in a 96 well plate (orange) and in a cuvette (gray) 

and predicted percent error based on simulations of turbidimetric approach versus full light 

scattering theory (blue) (wavelength range of 350-800 nm; constant n and dn/dc). 

 

 As seen, the predicted and experimental percent error were usually very similar for the 

Original and Corrected Yeromonahos approach, but deviated quite a bit for the Carr-Hermans 

approach. Furthermore, it appears that the experimental error is typically closer to the predicted 

error when the wavelength dependence of n and dn/dc is accounted for, and when using a 96 well 

plate, rather than a cuvette to take measurements. This is confirmed quantitatively in Table 10. 

For almost all of the approaches, there is a lower percentage of clot conditions in which the 

predicted and experimental error were within 10-20% of one another when using constant values 

of n and dn/dc, rather than when using wavelength corrected values of n and dn/dc. Furthermore, 
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for all three approaches, there are fewer clot conditions where the predicted and experimental 

error were within 10-20% of one another when using a cuvette versus a 96 well plate. 

 

A  Within 20% Within 10% 

 Carr-Hermans 63.9% 47.2% 

 Original Yeromonahos 94.4% 50% 

 Corrected Yeromonahos 88.9% 52.8% 
 

B  Within 20% Within 10% 

 Carr-Hermans 41.7% 33.3% 

 Original Yeromonahos 83.3% 38.9% 

 Corrected Yeromonahos 58.3% 41.7% 
 

C  Within 20% Within 10% 

 Carr-Hermans 63.9% 36.1% 

 Original Yeromonahos 83.3% 41.7% 

 Corrected Yeromonahos 86.1% 44.4% 
 

D  Within 20% Within 10% 

 Carr-Hermans 55.6% 36.1% 

 Original Yeromonahos 55.6% 22.2% 

 Corrected Yeromonahos 63.9% 33.3% 

Table 10: Percent of clot conditions in which the predicted percent error and experimental 

percent error were within 20% (middle column) or 10% (right column) of one another for A) 

measurements taken in a 96 well plate with n and dn/dc wavelength corrected, B) 

measurements taken in a cuvette with n and dn/dc wavelength corrected, C) measurements 

taken in a 96 well plate with constant n and dn/dc, D) measurements taken in a cuvette with 

constant n and dn/dc. 

 

 The reasoning for the increased percent error in measurements performed in a cuvette 

rather than in a 96 well plate is likely due to there being more multiple scattering in the cuvette, 

since the light has to travel through a thicker section of sample. Since the simulated error did not 

account for multiple scattering, this would lead to further deviation between the predicted and 

experimental error. This is supported by Figures 37-38, which show the difference between the 

predicted and experimental percent errors versus the average diameter according to SEM. As 

seen, the error in the diameter obtained when using a cuvette (gray datapoints) typically differ 

from the predicted error more than the measurements performed in a 96 well plate (orange 

datapoints), especially as the diameter increases. This supports the idea that the discrepancy is 
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due to multiple scattering because there would be increased multiple scattering as the diameter of 

the fibers increases. 

 

 
Fig. 37: Difference in predicted percent error based on simulated comparison to light 

scattering theory and experimental percent error between diameters obtained from turbidimetry 

and those obtained from SEM imaging (n and dn/dc wavelength corrected). 
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Fig. 38: Difference in predicted percent error based on simulated comparison to light 

scattering theory and experimental percent error between diameters obtained from turbidimetry 

and those obtained from SEM imaging (constant n and dn/dc). 

 

 Since the percent error in the diameter value involves taking the absolute value of the 

difference in the diameters, it does not indicate whether the diameter is being overestimated or 

underestimated. Therefore, in order to determine if the turbidimetric diameters were 

overestimates or underestimates compared to those from SEM, and whether that matched what 

was predicted from the simulations, we plotted the actual diameter values for the results obtained 

in a 96 well plate, using a wavelength range of 500-800 nm, with n and dn/dc wavelength 

corrected, as shown in Figure 39. As seen, for the Carr-Hermans approach, the experimentally 

obtained diameter values were almost always overestimates, while the simulations predicted that 

they would be underestimates. For the Original Yeromonahos approach, both the experimental 

turbidimetry diameters and the simulated turbidimetry diameters were underestimating the 
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diameter compared to what was found with SEM; however, the experimental turbidimetry error 

underestimated it by less than the simulations did. For the Corrected Yeromonahos approach, for 

small diameters (157 nm and less), the experimental turbidimetry diameters were overestimates, 

while the simulations predicted that the diameter would be underestimated, while for diameters 

of 165 nm and larger, both the experimental turbidimetry diameters and the predicted 

turbidimetry diameters were underestimates, although the experimentally obtained diameters 

were closer than what was expected based on the simulations. 

 

 
Fig. 39: Diameter values obtained from SEM imaging (blue), and turbidimetric diameters 

predicted from the simulations (orange), and found experimentally (blue), using the A) Carr-

Hermans approach, B) Original Yeromonahos approach, and C) Corrected Yeromonahos 

approach (wavelength range of 500-800 nm, n and dn/dc wavelength corrected, measurements 

performed in 96-well plate). 

 

 It can also be seen from Figure 39 that the predicted turbidimetry diameters and 

experimental turbidimetry diameters differ more from one another as the diameter increases for 

all three approaches. To investigate the reasoning for this, we compared turbidimetry datasets 

from full light scattering theory to those found experimentally for the same fiber diameters and 

lengths for four investigated concentrations. The turbidimetry datasets can be seen in Figure 40. 

As seen, the experimental turbidimetry values were always larger than those predicted from full 

light scattering theory. Furthermore, while the simulated and experimental datasets contain 
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similar curvatures for the smaller fiber diameters, the curvature changes drastically for the 

experimental datasets as the diameter increases. We made a log-log plot of the turbidity versus 

wavelength and used the slope to determine the power relation between the two parameters. An 

example of one of these log-log plots and the powers for each of the chosen samples are plotted 

in Figure 41 for both the simulated and experimental datasets at the four investigated 

concentrations. As seen, the power relationship between turbidity and wavelength is very similar 

for the simulated dataset and the experimental dataset for diameters of 109 and 165 nm, but 

increases drastically for the experimental dataset for larger diameters, while it does not for the 

simulated dataset. Therefore, full light scattering theory did not accurately represent 

turbidimetric data for larger diameters, leading to the discrepancy between the predicted and 

experimental diameters, as shown in Figure 39. 

 

 
Fig. 40: Simulated turbidimetry datasets from full light scattering theory (Equations 7-9) 

compared to those found experimentally for fibers with average diameters of A) 109 nm, B) 

165 nm, C) 201 nm, and D) 258 nm (according to SEM) (using wavelength corrected n and 

dn/dc, for wavelengths of 350-800 nm). 
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Fig. 41: A) An example of a log-log plot for determining the power relationship between 

turbidity and wavelength. B) Power relationship between the turbidity and wavelength for 

average diameters of 109, 165, 201, and 258 nm (according to SEM) for simulated 

turbidimetry datasets, as well as experimental datasets (with wavelength corrected n and 

dn/dc). 

 

Conclusion 

 The predicted diameters based on the simulations comparing the turbidimetric approaches 

to full light scattering theory differed in many ways from what occurred experimentally. The 

simulations predicted that the turbidimetric approaches would mostly underestimate the fiber 

diameter; however, the Carr-Hermans approach almost always overestimated the diameter, and 

the Corrected Yeromonahos approach overestimated the diameter for thin fibers compared to the 

values from SEM. 

 However, despite this difference in the predicted over- or under-estimation of the 

diameter, the actual diameter values agree reasonably well between what was predicted and what 

was obtained experimentally for fibers below ~ 165 nm, with the differences between the 

predicted and experimentally obtained diameters differing more as the diameter increases (see 

Figure 39). This is due to full light scattering theory and experimental turbidimetry datasets 

containing different power relationships between turbidity and wavelength as the fiber diameter 

increases, causing the simulations to be less accurate for all three turbidimetric approaches at 

large diameter values. 
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 Despite these differences, the predicted percent error based on the simulations comparing 

the turbidimetric approaches to full light scattering theory were reasonably similar to the 

experimental percent error between the diameters obtained using the turbidimetric fitting 

approaches and those from SEM for most clot conditions when using the Original Yeromonahos 

approach and Corrected Yeromonahos approach. It better matched the experimental error when 

using a 96 well plate for measurements, due to there being less multiple scattering with the light 

needing to travel through a smaller section of sample in the 96 well plates than it does in a 

cuvette, as well as the other cuvette reading limitations discussed in Chapter 3. It furthermore 

matched the experimental error when using wavelength corrected values of n and dn/dc rather 

than using constants for those terms. The predicted percent error did not match the experimental 

percent error as well when using the Carr-Hermans approach, especially as the diameter 

increased. 

 Based on these results, even though the simulations predicted that the Carr-Hermans 

approach is the most reliable of the three (see Chapter 2), the error for the Carr-Hermans 

approach does not match well with what actually occurs experimentally, with the diameter 

usually being overestimated instead of underestimated as predicted, resulting in the approach not 

being as accurate as predicted based on the simulations. Since the simulations found that the 

Corrected Yeromonahos approach also works well for most investigated fiber conditions, even 

though that equation was obtained erroneously, it is actually the most reliable of the 

turbidimetric fitting approaches over the largest range of clot conditions experimentally and 

matches well with the simulated error, particularly for diameter values of 165 nm and larger. 

 



 

CHAPTER 5: LIMITATIONS IN TURBIDIMETRIC ANALYSIS OF FIBERS 

Limitations of Light Scattering Theory 

There are several possible limitations in the use of turbidimetry for determining fibrin 

fiber structural information. There are limitations originating in the turbidimetric fitting 

equations themselves, as well as in the experimental methods for determining turbidimetry, 

which should be considered when analyzing a fibrin network. 

The first limitation is that that the equations assume the fibers are Rayleigh-Gans-Debye 

scatterers. In order to be considered Rayleigh-Gans-Debye scatterers, the ratio of the index of 

refraction of the fibrinogen (np) to the index of refraction of the surrounding medium (ns) should 

be close to one. Using the value of 1.6 for the index of refraction of most proteins [65], and the 

refractive index of HBS buffer (150 mM sodium chloride and 20 mM HEPES, pH 7.4), np/ns is 

1.196 ± 0.002 for the wavelength range being investigated (350-800 nm). Therefore, the criterion 

of being close to 1 is not fully met. 

Additionally, the full light scattering theory equations and all of the linear fitting 

approaches use the form factor for a thin rod. As the wavelength of light approaches the 

diameter, the justifications for using the thin rod form factor begin to weaken. We furthermore 

found that the power relationship between turbidity and wavelength expressed with the full light 

scattering theory equation differs more from what actually occurs experimentally as the diameter 

value increases. Therefore, caution should be used if analyzing fibers with large diameters. 

Furthermore, the Carr-Hermans, Original Yeromonahos, and Corrected Yeromonahos 

approaches assume that the fibers do not interact with one another, meaning the structure factor 

in the full light scattering theory equation would be 1. Since the fibers do interact, coming 
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together at junctions to form the three-dimensional network, this could cause full light scattering 

theory to underestimate the turbidity, and thus underestimate the fiber diameter. 

 

Experimental Limitations 

Not only are there limitations in the theory behind the turbidimetric approaches, but there 

are also potential limitations in the application of the theory to experimental data. One possible 

limitation in using turbidimetry for analyzing clots is that the light scattering theory equations 

(Equations 7-9) assume that the fibers are dilute, and they therefore do not account for multiple 

scattering effects. The effects of multiple scattering were investigated by García et al. [31] who 

looked at the effect of changing optical pathlength on the estimated number of protofibrils per 

fiber. They found that the number of protofibrils is independent of the optical pathlength, which 

suggests that multiple scattering effects are insignificant. However, they only checked this for 

fibrinogen concentrations of 1 mg/mL and 3 mg/mL, with 0.1 NIH-U/mL thrombin, and we only 

compared changing volumes for 0.5 mg/mL fibrinogen with 0.1 NIH-U/mL thrombin, so this 

may not be the case if performing light scattering measurements on higher concentrations. 

Unfortunately, our experiment using covers to block multiple scattered light was unsuccessful, 

and therefore further analysis should be done to determine the effect of multiple scattering. 

However, our experimental results do not show any significant increases in error in the obtained 

diameters with large fibrinogen concentrations, which should result in thick fibers, or those with 

large thrombin concentrations, which should result in densely packed fibers, therefore implying 

that there is not significant multiple scattering for the investigated concentrations. 

Furthermore, it is assumed by the equations that the fibers are homogeneous cylinders. 

However, the fibrin network can consist of fibers of varying lengths and diameters, as well as 
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fibers that are not uniform in diameter along the length of the fiber. Since the light scattering 

equation uses a form factor that is averaged over all directions, the size parameters are also 

volume averaged [20], and thus, this polydispersity is not accounted for. Therefore, it is 

important to keep in mind that the obtained diameter value from the turbidimetric approaches 

could be skewed by fibers with thick diameters, leading to an overestimation of the diameter. 

There can also be spatial heterogeneity present in the clot that is not accounted for, particularly if 

there are aggregates present. However, it has been found that there are stock solutions that do not 

contain aggregates and that create spatially uniform clots [31], so this problem can be largely 

avoided. Ferri et al. [18] also discussed the shortcomings of these assumptions, pointing out that 

although the single fibers might meet the criterion of being straight and randomly oriented, when 

the entire clot is considered, these assumptions may not be met, resulting in inaccuracies in the 

investigated turbidimetric approaches. In addition, recent work shows that the fibers themselves 

have non-uniform internal structures [66], which will cause additional deviations. 

Despite these limitations, the turbidimetric approaches are still able to provide reasonable 

values for the diameter and mass-length ratio, as found through previous comparisons with 

results from small-angle x-ray scattering [31], dynamic light scattering [20], and permeability 

measurements [67], as well as our experimental comparisons with SEM and STORM imaging. 

However, it is necessary to be sure the appropriate approach is being used for turbidimetric 

analysis, and that the correct conditions are being utilized. This includes using the correct 

wavelength range for measurements (500-800 nm), accounting for the wavelength dependence of 

n and dn/dc in analysis, using a 96 well plate for high fibrinogen concentrations, etc. 

Furthermore, we also found that turbidimetry is unreliable for fibers of very thin 

diameters (less than approximately 100 nm), so an alternative method should be used if 
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analyzing clots composed of very thin fibers, such as those created at low fibrinogen 

concentrations or with high thrombin concentrations. Alternative methods could include SEM, 

STORM, small angle x-ray scattering, and small angle neutron scattering. 

 



 

CHAPTER 6: SUMMARY AND FUTURE DIRECTIONS 

Summary 

Previously, different methods have been used for studying the structure of fibrin among 

different labs, resulting in discrepancies in how different parameters impact the structure of the 

fibers. With there being little to no comparison of these different methods, relating results from 

different studies was difficult, if not impossible. Furthermore, there are four different equations 

commonly utilized for fitting turbidimetry datasets to determine fibrin structure, but a deep 

investigation into which equation is the most accurate and under what clot conditions they are 

able to provide reliable structural information had not been performed. There was also 

disagreement on what wavelength range is best for taking turbidimetry measurements, as well as 

if it is necessary to account for the wavelength dependence of the refractive index and specific 

refractive index increment in the fitting. 

In order to address these challenges, we have provided the first comparison of the fibrin 

fiber diameter obtained using SEM, STORM, and turbidimetry across a range of physiologically 

relevant fibrinogen and thrombin concentrations. We have furthermore provided the first 

comprehensive analysis of the four different commonly utilized turbidimetric fitting approaches 

through comparison with both full light scattering theory and through comparison with 

secondary experimental techniques. The results of this work provide a step toward 

standardization in the methodology for determining fibrin fiber diameter, which will allow for 

direct comparison of results from different studies. It also establishes the limitations of the 

different turbidimetric fitting approaches, as well as the necessary experimental settings to use in 

order to obtain accurate structural information, which could be applied to other studies utilizing 

turbidimetry to determine the structure of rod-like particles. Table 11 shows the state of the field 
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on what information related to the determination of fibrin fiber diameters was previously 

unknown and debated (red X’s) compared to what has now been validated by this work (black 

X’s). 

 

 Validated Unknown Debated 

Effect of fibrinogen 

concentration 
X  X 

Effect of thrombin 

concentration 
X   

SEM vs. STORM 

diameters 
X X  

Which turbidimetric 

approach is the most 

accurate 

X  X 

Turbidimetric approach 

limitations (clot 

conditions) 

X X  

Wavelength-dependence 

corrected vs. constant 

index of refraction and 

specific refractive index 

increment 

X  X 

Best wavelength range to 

use for measurements 
X  X 

Table 11: The information that was previously unknown or debated (red X’s) related to the 

determination of fibrin fiber diameters, and what has been validated by this work (black X’s). 

 

We found with SEM and STORM that the fiber diameter increases with increasing 

fibrinogen concentration and decreases with increasing thrombin concentration. The same trend 

was also largely seen with the turbidimetric fitting approaches. 

Based on our comparison between the diameters obtained with SEM and STORM 

imaging, we have determined that there is not a significant impact on the fibrin structure from 

the drying and fixation steps required for SEM sample preparation.  

Additionally, we have determined that the Corrected Yeromonahos approach is the most 

versatile of the turbidimetric approaches, and we created a post hoc adjustment equation that can 
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be applied to the diameters obtained from the Corrected Yeromonahos approach in order to make 

them even more accurate. 

Based on both the simulated results and the experimental results, we determined that 

turbidimetry is unreliable for analysis of fibers thinner than ~ 100 nm in diameter, and we 

established several possible limitations, both experimentally and in the fitting equations, for 

analysis of fibers with diameters close to the wavelengths being used for measurements. 

Therefore, turbidimetry can be used for accurately determining fibrin fiber structure but should 

only be used for a certain range of experimental conditions. 

Our results show that as long as the right experimental conditions are used, there can be 

good agreement between diameter values obtained using SEM imaging, STORM imaging, and 

turbidimetry. Specifically, we recommend that it become standard practice to use 1 mg/mL 

fibrinogen and 0.1 NIH-U/mL thrombin for studies analyzing the structure of fibrin made from 

purified fibrinogen, as the diameter values obtained with the three methods for that concentration 

differ by less than 3%, and it is a concentration using reasonably low amounts of sample. This 

agreement requires that in determining the fiber diameter with turbidimetry, a wavelength range 

of 500-800 nm is used, the wavelength dependence of the refractive index and specific refractive 

index increment are accounted for, and that our post hoc adjustment is applied. 

 

Future Directions 

Further Analysis of Turbidimetric Fitting Approaches Under Varying Conditions 

While this work has focused mostly on determining the accuracy of using turbidimetry 

for determining fibrin fiber diameter, turbidimetry can also be used for determining fiber mass-

length ratio, as briefly touched on in Chapter 2. The mass-length ratio can also be used for 
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determining the average number of protofibrils per cross section, which has been patented for 

use in predicting bleeding risks clinically [35]. The mass-length ratio and diameter can also be 

used together to determine the fiber density. However, the determination of the mass-length ratio 

and the density face the same problem of not being confirmed over a range of physiological 

conditions through comparison with other techniques. Therefore, one potential extension of this 

work is to experimentally determine the mass-length ratio using each of the turbidimetric fitting 

approaches to determine under what conditions they are each able to provide accurate 

measurements. These results could be compared to those obtained using permeability, and could 

also be compared to our simulated results of Chapter 2. 

 Furthermore, this work only investigated three wavelength ranges: 350-650 nm, 500-800 

nm, and 350-800 nm. We chose these wavelengths due to their use in the investigated 

turbidimetric fitting approach papers. However, other wavelength ranges could be investigated to 

determine what wavelength range is the best to use, as well as the best number of datapoints to 

take. While we took measurements every 10 nm, it is possible that we could have gotten just as 

accurate of results only taking measurements every 50 nm, which would speed up the analysis 

process, or it is possible that we would have had more accurate values had we taken more 

measurements. 

 We also only investigated the accuracy of the different turbidimetric fitting approaches 

with changing fibrinogen and thrombin concentrations. However, there are several other 

experimental conditions which impact fibrin structure, such as pH, calcium, and the addition of 

other proteins. It is possible that the turbidimetric fitting approaches fail above/below certain 

concentrations of these other factors. 
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Comparison of Turbidimetry to Static Light Scattering and Dynamic Light Scattering 

 In addition to turbidimetry, static light scattering and dynamic light scattering are other 

experimental techniques which use light scattering information to determine structural properties 

of a sample. While turbidimetry utilizes a single angle, but multiple wavelengths, static light 

scattering measures the intensity of light scattered at several angles using just one wavelength. 

This allows for determination of the radius of gyration (𝑅𝑔), which can then be used to determine 

the fiber diameter, which for a cylinder is related by [16]: 

𝑅𝑔 = √
𝑟2

2
+

𝐿2

12
           [57] 

where 𝑟 is the fiber radius and 𝐿 is the fiber length. However, this assumes that the fibers are 

non-interacting cylinders freely floating in a solution, and thus may not be completely accurate 

for our case of a three-dimensional gel network. 

Dynamic light scattering, which utilizes one angle and one wavelength, but takes 

measurements over several time points, also uses light scattering to determine structural 

information. This allows for the determination of the diffusion coefficient (𝐷), which can then be 

used for determining the hydrodynamic radius (𝑅ℎ) with the equation [16]: 

𝑅ℎ =
𝑘𝐵𝑇𝑠

6𝜋𝜈𝐷
           [58] 

where 𝑘𝐵 is Boltzmann’s constant, 𝑇𝑠 is the absolute temperature of the suspension, and 𝜈 is the 

viscosity of the liquid. The hydrodynamic radius is the radius of a sphere that would have that 

diffusion coefficient. While the hydrodynamic radius cannot be directly compared to the 

diameter values obtained using turbidimetry or static light scattering, it could be used as a 

secondary method for studying trends in how fiber structure changes under varying conditions. 

 

Further Analysis Using Light Sheet Microscopy 
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 While this work only used the light sheet microscopy images in order to analyze if the 

fibers toward the bottom of a sample are being compressed, there are several other possible 

questions that could be answered using the acquired videos and images. There are very few 

devices capable of capturing the polymerization process of fibrin networks due to the speed in 

which it occurs and the small diameter of the fibers, particularly during the process of formation. 

To our knowledge, the only published works visualizing the fibrin polymerization process were 

performed with spinning-disk confocal microscopy [68]. Spinning-disk confocal microscopy 

utilizes hundreds of pinholes arranged in a spiral that spins to scan images much faster than 

typical laser scanning confocal microscopes, which only use a single pinhole. However, it is still 

using point scanning (just with more than one point), and thus has large amounts of 

photodamage. It can also have less rejection of out-of-focus light than a laser scanning confocal 

microscope due to light coming from adjacent pinholes. Light sheet microscopy, on the other 

hand, has the illumination source and detector placed orthogonally to one another and projects a 

thin light sheet on the sample, allowing for only a single focal plane to be illuminated at a time. 

This allows for imaging that is one hundred to a thousand times faster than confocal microscopy, 

with significantly reduced photobleaching [69]. With its improvements over spinning-disk 

confocal microscopy, our light sheet microscopy videos of fibrin polymerization could provide 

new information about the polymerization process. As shown by three images taken from the 

time series videos provided in Figure 42, it captures the entire polymerization process, from the 

beginning of clot formation until the clot is completely formed. They could be used for analyzing 

the rates of fiber growth and how/when branchpoints are created. Light sheet microscopy could 

also potentially be used for studying fibrin lysis, although we did not obtain any videos of fiber 

lysis for this work. 
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Fig. 42: Three time points taken from one of the light sheet microscopy time series videos 

capturing the polymerization of a clot containing 3 mg/mL fibrinogen and 0.1 NIH-U/mL 

thrombin (scale bar 20 μm). 
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APPENDIX A: APPROXIMATIONS TO FULL LIGHT SCATTERING THEORY 

(Extension of Chapter 1) 

A.1: Validity of Approximations to Full Light Scattering Theory 

 The turbidimetric fitting approaches make several approximations in order to simplify 

full light scattering theory so that it can be applied to experimental data. The first approximation 

made by the Carr-Hermans, Original Yeromonahos, and Corrected Yeromonahos approaches is 

that the fiber length is infinite (L>>λ). This allows for the simplification of the term 𝑆𝑖(𝑞𝐿) ≈
𝜋

2
, 

since if L goes to infinity, 𝑆𝑖(𝑞𝐿) = ∫
𝑠𝑖𝑛𝑥

𝑥
𝑑𝑥

∞

0
=

𝜋

2
. It also allows for the simplification that 

[
sin(

𝑞𝐿

2
)

𝑞𝐿

2

]

2

≈ 0 since the denominator approaches infinity. However, in some cases, L~λ, making 

L>>λ a poor assumption. As Ryan et al. [32] show, the average length can be as low as 0.3 μm, 

which is comparable to the lowest wavelength values used (0.35 μm) in some fitting approaches. 

However, the smallest average length we recorded from confocal imaging was 1.45 μm, which is 

considerably larger than the wavelengths used for measurement. 

The next assumption made by all three approaches is that 
𝑞𝑑

2
≪ 1, which would be true if 

the fibers are very thin (d<<λ). This allows for the Bessel function to be expanded and keeping 

the first two terms, 𝑆𝑠𝑒𝑐 = 1 −
(𝑞𝑑)2

16
+

(𝑞𝑑)4

1024
. Then the 

(𝑞𝑑)4

1024
 term can be neglected since if 

𝑞𝑑

2
≪

1, 
(𝑞𝑑)4

1024
 would also be much less than 1. To assess whether 

𝑞𝑑

2
≪ 1, we inserted realistic values 

into the term. For the lowest diameter value we investigated, 10 nm, 
𝑞𝑚𝑎𝑥𝑑

2
= 0.18 where 

𝑞𝑚𝑎𝑥 =
4𝜋

350𝑛𝑚
sin (

𝜋

2
) . In this case, 

𝑞𝑚𝑎𝑥𝑑

2
 is much less than 1. For the largest diameter value 

investigated for the majority of the theoretical analysis, 200 nm, 
𝑞𝑚𝑎𝑥𝑑

2
= 3.59, which is greater 

than 1, making the assumption invalid. This may explain the increase in error for larger diameter 
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values, especially when using lower wavelength ranges. However, keeping the 
(𝑞𝑑)4

1024
 term in this 

Taylor expansion would lead to a complicated polynomial equation that cannot be used to 

accurately determine the parameters. 

While the above two assumptions are not always true, these simplifications of the full 

light scattering theory Rayleigh ratio are necessary in order to get linear equations for fitting 

experimental turbidity datasets. 

Carr and Hermans also use the assumption that 
23

77
𝜋2𝑛2𝑑2

1

𝜆2
≪ 1 in order to make the 

approximation [1 −
23

77
𝜋2𝑛2𝑑2

1

𝜆2
]
−1

= 1 +
23

77
𝜋2𝑛2𝑑2

1

𝜆2
 by keeping the first two terms of the 

Taylor expansion. The third term in the Taylor expansion would be 
529

5929
𝜋4𝑛4

𝑑4

𝜆4
, which for a 

diameter of 100 nm and a wavelength of 350 nm would be 0.19. Compared to the previous term 

in the Taylor expansion, 
23

77
𝜋2𝑛2𝑑2

1

𝜆2
, which would be 0.44 for the same diameter and 

wavelength, this term is not negligible, as assumed. However, Ferri [18] argues that this 

approximation balances with the previous two approximations, resulting in the linear behavior 

continuing beyond its limits of applicability. Our theoretical results fitting the turbidimetric 

approaches to a full light scattering theory dataset confirm this, since the Carr-Hermans approach 

contains less error than the Original Yeromonahos approach for all of the diameter/length 

combinations explored, when the Original Yeromonahos approach makes the previous two 

approximations, but not this one. 

We attempted to improve the current approaches by applying fewer simplifications to full 

light scattering theory, with the hope that it would provide more accurate estimates of the 

diameter and mass-length ratio. Among the attempted improvements, we tried keeping the sine 

term in Prod, while making the above simplification that 
2𝑆𝑖(𝑞𝐿)

𝑞𝐿
≈

𝜋

𝑞𝐿
, so that 𝑃𝑟𝑜𝑑 =

𝜋

𝑞𝐿
−
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[
sin(

𝑞𝐿

2
)

𝑞𝐿

2

]

2

. We also attempted to keep  𝑆𝑠𝑒𝑐 = 1 −
(𝑞𝑑)2

16
+

(𝑞𝑑)4

1024
, instead of neglecting the last 

term, as described above. Additionally, we tried keeping one more term in the Taylor expansion 

used by Carr and Hermans so that [1 −
23

77
𝜋2𝑛2𝑑2

1

𝜆2
]
−1

= 1 +
23

77
𝜋2𝑛2𝑑2

1

𝜆2
+

529

5929
𝜋4𝑛4𝑑4

1

𝜆4
. 

Finally, we tried adjusting the Carr-Hermans equation by the 2/3 term Yeromonahos added in 

their correction. Unfortunately, none of these attempts were successful at creating a more 

accurate fitting approach, as they either led to polynomial equations that were too complicated to 

fit to the data, imaginary values of diameter, or just increased error in the calculations. 

 

A.2: Determining the Refractive Index and Specific Refractive Index Increment 

Wavelength Dependence Equations 

 In order to determine the refractive index of the solution, the program SEDNTERP [25] 

was used. This program works by inserting the buffer components with their respective 

concentrations (150 mM sodium chloride, 20 mM HEPES), as well as the pH of the buffer (7.4), 

and it provides the refractive index for a chosen wavelength. This was done for wavelength 

values of 350-800 nm, every 50 nm. The refractive index values were then plotted versus 1/λ2, as 

seen in Figure A.1, and the linear fit line provided the equation for the wavelength dependence of 

the refractive index. The refractive index of HBS was also experimentally determined using a 

portable refractometer, which provided a refractive index of 1.33545 at a wavelength of 588.08 

nm, which is in good agreement with the values obtained from the program. 
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Fig. A.1: Refractive index wavelength dependence determination using the program 

SEDNTERP. 

 

 In order to determine the wavelength dependence of the specific refractive index 

increment, the program SEDFIT was used [26,27]. This program works by inserting the amino 

acid sequence of the protein, as well as the refractive index of the buffer at a set wavelength, and 

it outputs the specific refractive index increment for that wavelength. This was done using the 

refractive index values obtained using SEDFIT to determine the specific refractive index 

increment every 50 nm from 350-800 nm. A plot was then made of the specific refractive index 

increment versus 1/λ2, as shown in Figure A.2, and the linear fit line provided the equation for 

the wavelength dependence of the specific refractive index increment. 
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Fig. A.2: Specific refractive index increment wavelength dependence determination using the 

program SEDFIT. 

 

 

A.3: Errors in Deriving the “Correction” to the Yeromonahos Approach 

In analyzing the “correction” to the Original Yeromonahos approach [21], we discovered 

that there are several apparent errors in the derivation of obtaining the corrected equation 

(equations 10.17-10.26 in reference 21). These errors will be briefly discussed. To reduce 

confusion, all equations from reference 21 will begin with “10” and all equations being 

introduced in this text will begin with “A.”.  

The first error is that according to reference 21, integrating Equation 10.16 leads to the 

equation: 

𝑃(𝜃) =
1

4𝑘0𝐿2
[−2𝐶𝑠𝑐2 (

𝜃

2
) + 2 cos (2𝑘0𝐿𝑠𝑖𝑛 (

𝜃

2
) 𝐶𝑠𝑐2 (

𝜃

2
)] +

𝑘0𝑟
2

4𝑘0𝐿2
[4 −

cos (2𝑘0𝐿𝑠𝑖𝑛 (
𝜃

2
) 𝐶𝑠𝑐2 (

𝜃

2
) + 𝑐𝑜𝑠𝜃 cos (2𝑘0𝐿𝑠𝑖𝑛

𝜃

2
) 𝐶𝑠𝑐2 (

𝜃

2
)] −

𝑘0𝑟
2

4𝑘0𝐿3
𝐶𝑠𝑐 (

𝜃

2
) sin(2𝑘0𝐿𝑠𝑖𝑛

𝜃

2
+
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1

𝑘0𝐿
[𝐶𝑠𝑐 (

𝜃

2
) 𝑆𝑖𝑛𝐼𝑛𝑡𝑒𝑔𝑟𝑎𝑙 (2𝑘0𝐿𝑠𝑖𝑛

𝜃

2
)] +

𝑘0𝑟
2

4𝑘0𝐿
[−2𝐶𝑠𝑐 (

𝜃

2
) 𝑆𝑖𝑛𝐼𝑛𝑡𝑒𝑔𝑟𝑎𝑙 (2𝑘0𝐿𝑠𝑖𝑛

𝜃

2
) +

𝑐𝑜𝑠𝜃𝐶𝑠𝑐 (
𝜃

2
) 𝑆𝑖𝑛𝐼𝑛𝑡𝑒𝑔𝑟𝑎𝑙 (2𝑘0𝐿𝑠𝑖𝑛

𝜃

2
)].       [A.1] 

where 𝑘0 is the wave number. However, integrating Equation 10.16 using Mathematica 12.1 

(Wolfram, Champaign, IL) actually provides the equation: 

𝑃(𝜃) =
1

4𝑘0
2𝐿3

[4𝐿 (𝑘0
2𝑟2 − 𝐶𝑠𝑐2 (

𝜃

2
)) sin2 (𝑘0𝐿𝑠𝑖𝑛 (

𝜃

2
)) + 𝑘0𝑟

2 (2𝑘0𝐿 −

𝐶𝑠𝑐 (
𝜃

2
) sin (2𝑘0𝐿𝑠𝑖𝑛 (

𝜃

2
))) + 2𝑘0𝐿

2(2 − 𝑘0
2𝑟2 +

𝑘0
2𝑟2𝑐𝑜𝑠𝜃)𝐶𝑠𝑐 (

𝜃

2
) 𝑆𝑖𝑛𝐼𝑛𝑡𝑒𝑔𝑟𝑎𝑙 (2𝑘0𝐿𝑠𝑖𝑛 (

𝜃

2
))].      [A.2] 

which does not seem to simplify to Equation A.1. 

 Next, according to Equation 10.22 in reference 21, 𝜏 = 𝐴∫ 𝑃(𝜃)𝑠𝑖𝑛𝜃(cos2 𝜃 + 1)𝑑𝜃
𝜋

0
 

where A is defined as: 𝐴 =
2𝜋2𝑛𝑠

2

𝜆4
𝑚𝑓
2 (

𝑑𝑛

𝑑𝑐
)
2

, where 𝑚𝑓 is the protein mass of one fiber. However, 

based on Equation 10.21, 𝐴 =
4𝜋3𝑛𝑠

2𝑐

𝜆4
𝑚𝑓 (

𝑑𝑛

𝑑𝑐
)
2

, and based on another source [18], A should also 

include Avogadro’s number. Therefore, the correct form of A is given by: 

𝐴 =
4𝜋3𝑛𝑠

2𝑐

𝑁𝐴𝜆4
𝑚𝑓 (

𝑑𝑛

𝑑𝑐
)
2

.          [A.3] 

 An analytical solution to Equation 10.22 is then given; however, using the correct value 

of P(θ) as given in Equation A.2 above, the integral cannot be solved analytically using 

Mathematica 12.1 (Wolfram, Champaign, IL). 

 Then, only keeping the first order terms in Equation 10.24 would lead to: 

∫ 𝑃(𝜃)sin 𝜃(cos2 𝜃 + 1)𝑑𝜃 = 4𝜋 (
77−23𝑘0

2𝑟2

105𝑘0𝐿
)

𝜋

0
      [A.4] 

where k0 is squared in the numerator. However, it is not squared in Equation 10.25 of reference 

21. 
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 Finally, combining Equations 10.22 and Equations 10.25 do not provide Equation 10.26 

as suggested. Using the equations as given in reference 21, the solution would instead be: 

𝜏𝜆5 = 𝜋2𝑛𝜇2𝐿 (
𝑑𝑛

𝑑𝑐
)
2 44

15
[𝜆2 −

46

77
𝑟2𝜋𝑛𝜆].       [A.5] 

However, Equation A.5 uses the incorrect value of A. Using the correct value of A along with 

erroneous Equation 10.25 provides: 

𝜏𝜆5 =
𝜋3𝑐𝑛𝜇

𝑁𝐴
(
𝑑𝑛

𝑑𝑐
)
2 88

15
[𝜆2 −

46

77
𝑟2𝜋𝑛𝜆].       [A.6] 

and using the correct value of A as well as the k0 value being squared as in Equation A.4, the 

solution would then be: 

𝜏𝜆5 =
𝜋3𝑐𝑛𝜇

𝑁𝐴
(
𝑑𝑛

𝑑𝑐
)
2 88

15
[𝜆2 −

92

77
𝜋2𝑟2𝑛2]       [A.7] 

which is actually the original Yeromonahos equation (Equation 26). However, none of these 

results provide the “corrected” Yeromonahos equation (Equation 35), as suggested. Thus, the 

factor of 2/3 that differentiates Equation 26 from Equation 35 has no physical basis. 

 



 

APPENDIX B: EFFECTS OF CHANGING PARAMETERS ON SIMULATED RESULTS 

(Extension of Chapter 2) 

B.1: Trapezoidal Summation vs. Numerical Integration of Rayleigh Ratio 

 In order to confirm that the Mathematica numerical integration was performing properly 

to solve Equation 9, we also performed a trapezoidal rule summation, which makes the 

assumption that: 

∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
≈ (𝑏 − 𝑎)

𝑓(𝑎)−𝑓(𝑏)

2
.        [B.1] 

 Plugging arbitrary values for n, dn/dc, λ, c, μ, and L into the Rayleigh ratio, and breaking 

the function into 20 equal parts from a to b, the trapezoidal summation provided a value that had 

a percent difference of only 0.6% from the value reported by the Mathematica numerical 

summation, showing that the Mathematica numerical simulation was working properly. 

 

B.2: Wavelength Dependence of the Refractive Index and Specific Refractive Index 

Increment 

 As discussed in Chapter 2, many people use constant values of n and dn/dc, when those 

terms actually contain a dependence on the wavelength being used for measurements. This 

dependence on the wavelength can be seen in Figure B.1 where the values of n and dn/dc are 

plotted versus the wavelength for fibrin fibers in HBS buffer. As García et al. [31] discussed, the 

two terms contain a larger dependence on the wavelength range at smaller wavelength values, 

but as seen in the results in Chapter 2, there is still a significant amount of added error when 

using constant values for these terms rather than accounting for their wavelength dependence. 
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Fig. B.1: The wavelength dependence of A) the refractive index, and B) the specific refractive 

index increment for fibrin fibers in HBS buffer from 350-800 nm. 

 

 As described in the main text, experimental data must be plotted in a different format 

when accounting for the wavelength dependence of n and dn/dc in the turbidimetric fitting 

approaches so that the equations using the slope and y-intercept to solve for the diameter and 

mass-length ratio do not include the n(λ) and dn/dc(λ) terms. Figure B.2 below shows the 

turbidimetry data created using full light scattering theory plotted in the original formats, as well 

as the wavelength corrected formats for each of the approaches for a wavelength range of 350-

800 nm. 
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Fig. B.2: A theoretical turbidity dataset created using full light scattering theory (Equations 7-

9) plotted as A) 
𝑐

𝜏𝜆3
 vs. 

1

𝜆2
,  B) 

[(
𝑑𝑛

𝑑𝑐
)(𝜆)]

2

<
𝑑𝑛

𝑑𝑐
>2

𝑛(𝜆)

<𝑛>

𝑐

𝜏𝜆3
 vs. 

𝑛2(𝜆)

<𝑛>2

1

𝜆2
, C) 𝜏𝜆5 vs. 𝜆2, and D) 

𝜏𝜆5

𝐴′
 vs. 

𝜆2

𝑛(𝜆)2
, 

for diameters of 10, 50, 100, 150, and 200 nm. (L=5 μm, c=0.0001 g/cm3, μ=4.73*1012 Da/cm, 

λ=350-800 nm, values of n and dn/dc for HBS buffer). 

 

B.3: Diameter/Mass-Length Ratio Values Given by Fits 

Table B.1 gives the values of diameter calculated by the fitting approaches for lengths of 

0.5 and 5 μm and diameters of 50 and 150 nm. For all three of the approaches at both wavelength 

ranges, when the length is small (0.5 μm) and the diameter is small (50 nm), fitting the full light 

scattering theory data with the turbidimetric approaches provides imaginary values for the 

diameter, which we assigned a value of 100% error for plotting purposes. This is shown by the 

purple bars in Figure 5 for small diameter values. 

 The amount of error in the estimates of diameter by the approaches then decreases for 

increasing diameter, as well as increasing length, other than an increase in the error by the 

Original and Corrected Yeromonahos approaches for diameters of 150 nm with lengths of 5 μm, 

as compared to the error for a diameter of 50 nm and length of 5 μm. 
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A Carr-Hermans Input L (μm) Input d (nm) d from Fit (nm) % Error in d 

 

350-650 nm 

0.5 50 Imaginary *100 

 0.5 150 127.52 14.99 

 5 50 44.37 11.26 

 5 150 139.04 7.31 

 

500-800 nm 

0.5 50 Imaginary *100 

 0.5 150 118.15 21.23 

 5 50 35.35 29.30 

 5 150 145.84 2.77 

 

B Original 

Yeromonahos 
Input L (μm) Input d (nm) d from Fit (nm) % Error in d 

 

350-650 nm 

0.5 50 Imaginary *100 

 0.5 150 96.20 35.87 

 5 50 41.39 17.22 

 5 150 101.96 32.03 

 

500-800 nm 

0.5 50 Imaginary *100 

 0.5 150 98.62 34.25 

 5 50 33.10 33.80 

 5 150 116.64 22.24 

 

C Corrected 

Yeromonahos 
Input L (μm) Input d (nm) d from Fit (nm) % Error in d 

 

350-650 nm 

0.5 50 Imaginary *100 

 0.5 150 117.83 21.45 

 5 50 50.69 1.38 

 5 150 124.88 16.75 

 

500-800 nm 

0.5 50 Imaginary *100 

 0.5 150 120.78 19.48 

 5 50 40.53 18.94 

 5 150 142.86 4.76 
 

 
 

Table B.1: Values of diameter (input d) at lengths of 0.5 μm and 5 μm (input L) used in the 

full light scattering theory equation (Equations 7-9) to create the turbidity dataset, compared to 

the value given out from a linear line of best fit to that data (d from fit) using the A) Carr-

Hermans approach, B) Original Yeromonahos approach, and C) Corrected Yeromonahos 

approach, and the calculated percent error between the input value and the value given by the 

approach (% error in d). (c=0.0001 g/cm3; μ=4.73*1012 Da/cm; imaginary diameters assigned a 

value of 100% error). 

 

Figure B.3 shows which approach is best for determining the diameter for each fiber 

length/diameter combination (shown by the color), as well as the approaches that result in less 

than ten percent error for that length/diameter combination (shown by the letters). If no 

approaches result in less than ten percent error for a length/diameter combination, no information 

is given. 
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    Best Approach Legend 

% Error in Diameter 
  Carr-Hermans 

350-650nm 

  Length (μm) 
  Carr-Hermans 

500-800nm 

  1 2 3 4 5 6 7 8 9 10 
  Original Yeromonahos 

350-650nm 

D
ia

m
e
te

r 
(n

m
) 

 

20           
  Original Yeromonahos 

500-800nm 

40     k k k k k ck 
  Corrected Yeromonahos 

350-650nm 

60  k k ck ckK ckK ckK ckK ckK cCkK 
 

 
Corrected Yeromonahos 

500-800nm 

80  ck ckK ckK cCkK cCkK cCkK cCkK cCkK cCkK   

100 k ckK cCkK cCkK cCkK cCkK cCkK cCkK cCkK cCkK 
 Approaches Less than 10% 

Legend 
120 c cCkK cCkK cCkK cCkK cCkK cCkK cCkK cCkK cCkK 

 
c 

Carr-Hermans 

350-650nm 
140 c cCK cCK cCK cCK cCK cCK cCK cCK cCk 

 
C 

Carr-Hermans 

500-800nm 

160  CK CK cCK cCK cCK cCK cCK cCK cCK 
 

y 
Original Yeromonahos 

350-650nm 

180  C C C C C C C C C 
 

Y 
Original Yeromonahos 

500-800nm 

200  C C C C C C C C C 
 

k 
Corrected Yeromonahos 

350-650nm 

            
 

K 
Corrected Yeromonahos 

500-800nm 

Fig. B.3: Summary of best approaches/approaches that provide less than 10% error for 

determining fibrin diameter at lengths of 1-10 μm and diameters of 20-200 nm. The color 

shows the best approach for that diameter/length combination and the letters show the 

approaches that provide less than 10% error for that diameter/length combination. 

 

Table B.2 shows the actual mass-length ratio values calculated by the approaches for 

lengths of 0.5 and 5 μm and diameters of 50 and 150 nm. As can be seen, for all three approaches 

the percent error in the mass-length ratio increases with increasing diameter and decreases with 

increasing length. 
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A Carr-Hermans Input L 

(μm) 

Input d 

(nm) 

Input μ (Da/cm 

* 10-12) 

μ from Fit 

(Da/cm * 10-12) 
% Error in μ 

 

350-650 nm 

0.5 50 4.73 3.45 27.06 

 0.5 150 4.73 3.14 33.62 

 5 50 4.73 4.52 4.44 

 5 150 4.73 4.31 8.88 

 

500-800 nm 

0.5 50 4.73 3.20 32.35 

 0.5 150 4.73 3.05 35.52 

 5 50 4.73 4.46 5.71 

 5 150 4.73 4.43 6.34 
 

B Yeromonahos Input L 

(μm) 

Input d 

(nm) 

Input μ (Da/cm 

* 10-12) 

μ from Fit 

(Da/cm * 10-12) 
% Error in μ 

 

350-650 nm 

0.5 50 4.73 3.40 28.12 

 0.5 150 4.73 2.93 38.05 

 5 50 4.73 4.50 4.86 

 5 150 4.73 3.97 16.07 

 

500-800 nm 

0.5 50 4.73 3.14 33.62 

 0.5 150 4.73 2.96 37.42 

 5 50 4.73 4.46 5.71 

 5 150 4.73 4.23 10.57 
 

Table B.2: Values of mass-length ratio (input μ) at diameters of 50 and 150 nm (input d) and 

lengths of 0.5 μm and 5 μm (input L) used in the full light scattering theory equation to create 

the turbidity dataset, compared to the value given out from a linear line of best fit to that data 

(μ from fit) using the A) Carr-Hermans approach, and B) Original and Corrected Yeromonahos 

approaches, and the calculated percent error between the input value and value given by the fit 

(% error in μ). (c=0.0001 g/cm3). 

 

Figure B.4 shows which approach is best for determining the mass-length ratio for each 

fiber length/diameter combination (shown by the color), as well as the approaches that result in 

less than ten percent error for that length/diameter combination (shown by the letters). If no 

approaches result in less than ten percent error for a length/diameter combination, no information 

is given. 
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% Error in Mass-Length Ratio 
   

  Length (μm)  Best Approach Legend 

  1 2 3 4 5 6 7 8 9 10 
  Carr-Hermans 350-

650nm 

D
ia

m
e
te

r 
(n

m
) 

 

20  cy cCyY cCyY cCyY cCyY cCyY cCyY cCyY cCyY 
  Carr-Hermans 500-

800nm 

40  cy cCyY cCyY cCyY cCyY cCyY cCyY cCyY cCyY 
  Yeromonahos 350-

650nm 
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Fig. B.4: Summary of best approaches/approaches that provide less than 10% error for 

determining fibrin mass-length ratio at lengths of 1-10 μm and diameters of 20-200 nm. The 

color shows the best approach for that diameter/length combination and the letters show the 

approaches that provide less than 10% error for that diameter/length combination. 

 

 

B.4: Effects of Changing Fibrinogen Concentration, Fiber Diameter, Fiber Length, and 

Mass-Length Ratio on Simulated Results 

Effects of Fibrinogen Concentration 

 A theoretical turbidity dataset was created using the full light scattering theory (Equations 

7-9) for concentrations of 0.001 g/cm3 (1 mg/mL), 0.008 g/cm3 (8 mg/mL), 0.0001 g/cm3 (0.1 

mg/mL), and 0.00001 g/cm3 (0.01 mg/mL) (physiological values are between 0.0015 and 0.004 

g/cm3). There was no difference in the percent error between the values calculated using the 

three approaches compared to the values used to create the full light scattering theory dataset 

with changing fibrinogen concentration. Therefore, the percent error is independent of fibrinogen 

concentration. This is due to the fact that the Rayleigh ratio, R(θ), depends linearly on 

concentration, and therefore turbidity depends linearly on the concentration. Then since for the 

Carr-Hermans approach (corrected for the wavelength dependence of n and dn/dc) the y-data in 

the plots contains c in the numerator and turbidity in the denominator (
(
𝑑𝑛

𝑑𝑐
(𝜆))

2

<
𝑑𝑛

𝑑𝑐
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𝑐

𝜏𝜆3
), the 
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concentration dependence will cancel out, resulting in the full light scattering data being 

independent of fibrinogen concentration. Similarly, for the Yeromonahos approaches (corrected 

for the wavelength dependence of n and dn/dc), turbidity is in the numerator and concentration is 

in the denominator for the y-data in the plots (
𝜏𝜆5

(
88

15
)𝜋3𝑛(𝜆)3

𝑐

𝑁𝐴
(
𝑑𝑛

𝑑𝑐
(𝜆))

2

), so since turbidity is linearly 

dependent on concentration, the concentration dependence will cancel out. Therefore, the 

datasets do not change with changing fibrinogen concentration, causing the percent error in the 

different approaches to also be independent of fibrinogen concentration.  

 

Effects of Fiber Diameter 

The effect of changing diameter on full light scattering theory (Equations 7-9) can be 

seen in Figure B.5. As can be seen with the Carr-Hermans plots, for the small diameter values 

(10 and 50 nm), the slopes of the plots are negative, whereas they are positive for diameters of 

100, 150, and 200 nm. Since the diameter is solved for by taking the square root of the slope, this 

translates to an imaginary value of the diameter. Then, for the Yeromonahos plots, there is a 

positive y-intercept for fibers with small diameters, and since the diameter is solved for by taking 

the square root of the negative of the y-intercept, a positive y-intercept would result in an 

imaginary value of the diameter. The imaginary numbers were assigned a value of 100% error 

for plotting purposes, and they are shown in purple in Figure 5. The reasoning for this change in 

slope and y-intercept for the full light scattering theory data is unclear, due to the fact that 

Equation 9 cannot be integrated analytically, and therefore, it cannot be written in terms of the 
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plotted y’ and x’ variables used for the fitting approaches (
[
𝑑𝑛

𝑑𝑐
(𝜆)]
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〈
𝑑𝑛

𝑑𝑐
〉2

𝑛(𝜆)

〈𝑛〉

𝑐

𝜏𝜆3
 and 

𝑛2(𝜆)

〈𝑛〉2
1

𝜆2
 for the 

Carr-Hermans approach, and 
𝜏𝜆5

(
88

15
)𝜋3𝑛(𝜆)3

𝑐

𝑁𝐴
[
𝑑𝑛

𝑑𝑐
(𝜆)]

2 and 
𝜆2

𝑛(𝜆)2
 for the Yeromonahos approaches). 

The increased error in the calculations of both the diameter and mass-length ratios for 

large diameter fibers for all three approaches can be accounted for by the fact that the full light 

scattering theory plots are nonlinear for large diameters, especially at small wavelength values, 

as seen in Figure B.5. This nonlinearity results in a poor fit of the linear line, which results in 

inaccurate calculations of both the diameters and mass-length ratios for fibers with large 

diameters. 

 

 
Fig. B.5: A theoretical turbidity dataset created using full light scattering theory for diameters 

of 10, 50, 100, 150, and 200 nm plotted in A) the Carr-Hermans method of 
(
𝑑𝑛

𝑑𝑐
(𝜆))

2

<
𝑑𝑛

𝑑𝑐
>2

𝑛(𝜆)

<𝑛>

𝑐

𝜏𝜆3
  vs. 

𝑛2(𝜆)

<𝑛>2

1

𝜆2
 for the 350-650 nm wavelength range and B) 500-800 nm wavelength range and C) the 

Yeromonahos method of 
𝜏𝜆5

𝐴′
 vs. 

𝜆2

𝑛(𝜆)2
 for the 350-650 nm wavelength range and D) 500-800 

nm wavelength range (c=0.0001 g/cm3; μ=4.73*1012 Da/cm, L=5 μm; the dashed lines 

represent the best linear fit to each dataset). 
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Figures B.6 and B.7 below show the percent error in the diameter and mass-length ratio, 

respectively, for diameters ranging from 20-400 nm, instead of for 10-200 nm as in Figures 5 and 

6. The error in all three turbidimetry approaches increases for both the estimates of the diameter 

and the mass-length ratio above diameters of 200 nm. This is the case for both the 350-650 nm 

wavelength range as well as the 500-800 nm wavelength range. The full light scattering theory 

(Equations 7-9) uses a form factor for “thin” rods, suggesting that as diameters increase and 

approach the wavelength, the form factor equation becomes less applicable. This may explain 

why the percent error increases above diameters of 200 nm. 

 

 
Fig. B.6: Percent error between the diameter obtained from fitting the three approaches to 

theoretical turbidity values created using full light scattering theory and the value used to 

create the initial dataset for lengths of 0.5-10 μm and diameters of 20-400 nm for wavelength 

ranges of 350-650 nm (A-C) and 500-800 nm (D-F). (c=0.0001 g/cm3, μ=4.73*1012 Da/cm, 

dn/dc and n corrected for wavelength dependence for fibers in HBS buffer; the purple bars 

represent imaginary diameter values calculated from the fit and were assigned a value of 100% 

error). 
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Fig. B.7: Percent error between the mass-length ratio obtained from fitting the approaches to 

theoretical turbidity values created using full light scattering theory and the value used to 

create the initial dataset for lengths of 0.5-10 μm and diameters of 20-400 nm for wavelength 

ranges of 350-650 nm (A-B) and 500-800 nm (C-D). (c=0.0001 g/cm3, μ=4.73*1012 Da/cm, 

dn/dc and n corrected for wavelength dependence for fibers in HBS buffer). 

 

Effects of Fiber Length 

 All three of the methods evaluated to extract diameter and mass-length ratio from 

turbidimetry values assume that the fibers are infinitely long, but it has been found that fiber 

lengths range from 0.3-4.8 μm [32]. Figure B.8 shows the representative plots of 
(
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𝑛2(𝜆)

<𝑛>2
1

𝜆2
 and 

𝜏𝜆5

𝐴′
 vs. 

𝜆2

𝑛(𝜆)2
 for fibers of 100 nm diameter and 4.73*1012 Da/cm mass-length ratio 

created using full light scattering theory (Equations 7-9) at lengths ranging from 0.5-10 μm. As 

can be seen, the data from the full light scattering theory are less linear with decreasing fiber 

lengths, although this is less obvious in the Yeromonahos plot formats. Since the three 

approaches apply a linear fit to the data, this nonlinearity in the full light scattering data results in 

some inaccuracies in the values determined by the approaches for fibers with small lengths. 
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Fig. B.8: Theoretical turbidity values created using full light scattering theory for lengths of 

0.5, 1, 5, and 10 μm plotted in A) the Carr-Hermans format of 
(
𝑑𝑛

𝑑𝑐
(𝜆))
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<
𝑑𝑛

𝑑𝑐
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𝑐

𝜏𝜆3
  vs. 

𝑛2(𝜆)

<𝑛>2

1

𝜆2
 for 

350-650 nm and B) 500-800 nm and C) the Yeromonahos format of 
𝜏𝜆5

𝐴′
 vs. 

𝜆2

𝑛(𝜆)2
  for 350-650 

nm and D) 500-800 nm. (d=100 nm, μ=4.73*1012 Da/cm, c=0.0001 g/cm3; the dashed lines 

represent the best linear fit to each dataset). 

 

 

Effects of Mass-Length Ratio 

 A theoretical turbidity dataset was created using the full light scattering theory (Equations 

7-9) for mass-length ratios of 2*1011 Da/cm, 4.73*1011 Da/cm, 4.73*1012 Da/cm, and 4.73*1013 

Da/cm. There was no difference in the percent error between the values calculated using the 

three approaches compared to the values used to create the full light scattering theory dataset 

with changing mass-length ratio. Therefore, the percent error is independent of mass-length ratio. 

This is due to the fact that changing the mass-length ratio changes the Rayleigh ratio for full light 

scattering theory, which in turn changes the turbidity values. This results in a change to the y-

data for full light scattering theory plotted in the formats for analysis (
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Carr-Hermans approach with n and dn/dc corrected for wavelength dependence and 

𝜏𝜆5

(
88

15
)𝜋3𝑛(𝜆)3

𝑐

𝑁𝐴
(
𝑑𝑛

𝑑𝑐
(𝜆))

2

 for the Yeromonahos approaches with n and dn/dc corrected for wavelength 

dependence). Therefore, a change in mass-length ratio would cause an upward or downward shift 

in the dataset by a certain factor, but it does not change the overall shape of the dataset, and 

therefore does not impact the fit of a linear line to the data. Thus, the actual values calculated for 

the diameter and mass-length ratio will change with changing mass-length ratio, but the percent 

error in the calculations would be unaffected. 

 



 

APPENDIX C: EXTENDED EXPERIMENTAL ANALYSIS OF FIBRIN FIBER 

STRUCTURE (Extension of Chapter 3) 

C.1: Crosslinking of Fibrin by FXIIIa 

 A western blot was performed in order to confirm that the fibrinogen was being 

crosslinked by the FXIIIa, as shown in Figure C.1. As seen, there is a clear Aα, Bβ, and γ chain 

for the non-crossed fibrin sample, with no visible higher bands. For the crosslinked sample 

containing FXIIIa, the Aα and γ chains are much fainter, as some of those chains are now 

crosslinked, leading to the higher α polymer and γ-γ crosslinking bands. This shows that the 

fibrin is in fact being cross-linked by the presence of the FXIIIa in the solution. 

 

 
Fig. C.1: Western blot of fibrin with and without FXIIIa, with a MagicMark standard 

providing reference masses in kDa. 
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C.2: SEM vs. STORM Imaging 

 An image showing the methods for preparing a fibrin clot for SEM imaging is shown in 

Figure C.2. A fibrin clot prepared for STORM imaging is shown in Figure C.3. 

 

 
Fig. C.2: The methods of preparing a fibrin clot for SEM imaging. 
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Fig. C.3: A representative fibrin clot prepared for STORM imaging. 

 

Representative SEM and STORM images for each investigated fibrinogen/thrombin 

concentration can be seen in Figure C.4 and C.5, respectively. The average diameter obtained for 

each clot condition using the two methods is provided in Table C.1. Using a single factor 

ANOVA test, p<0.001 for the diameters obtained using SEM imaging for the changing 

fibrinogen concentrations, and for the changing thrombin concentrations, showing that there is a 

significant difference in the diameter with changing clot conditions. 

 



140 
 

 
Fig. C.4: Representative SEM images for each investigated fibrinogen and thrombin 

concentration (noted by column and row headings, respectively) imaged at 21.96 kx 

magnification at 15 kV using a Zeiss EVO 10 (scale bars 3 μm). 
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Fig. C.5: Representative STORM images for each investigated fibrinogen/thrombin 

concentration (noted by column and row headings, respectively). AlexaFluor-647-labeled 

fibrinogen ratios relative to the wild type fibrinogen concentration is A) 1:55, B) 1:110, C) 

1:100, D) 1:100, E) 1:55, F) 1:83, G) 1:80, H) 1:89, I) 1:44, J) 1:67, K) 1:100, L) 1:103 (scale 

bar 10 μm). 

 

A Fibrinogen 

Concentration (mg/mL) 
SEM Diameter (nm) 

STORM Diameter 

(nm) 

P-Value 

 0.5 157 ± 34 (n=225) 173 ± 35 (n=140) 4.16e-5 

 1 218 ± 40 (n=212) 218 ± 52 (n=128) 0.93 (ns) 

 3 244 ± 43 (n=252) 242 ± 41 (n=202) 0.73 (ns) 

 5 258 ± 47 (n=230) 251 ± 41 (n=153) 0.13 (ns) 
 

B Fibrinogen 

Concentration (mg/mL) 
SEM Diameter (nm) 

STORM Diameter 

(nm) 

P-Value 

 0.5 102 ± 20 (n=190) 110 ± 24 (n=127) 1.4e-3 

 1 114 ± 23 (n=240) 117 ± 16 (n=19) 0.45 (ns) 

 3 180 ± 32 (n=191) 153 ± 26 (n=61) 1.07e-9 

 5 201 ± 35 (n=169) 176 ± 31 (n=85) 1.11e-8 
 

C Fibrinogen 

Concentration (mg/mL) 
SEM Diameter (nm) 

STORM Diameter 

(nm) 

P-Value 

 0.5 94 ± 17 (n=121) 101 ± 22 (n=79) 0.02 

 1 109 ± 18 (n=145) 114 ± 37 (n=41) 0.44 (ns) 

 3 136 ± 19 (n=126) 138 ± 32 (n=87) 0.56 (ns) 

 5 165 ± 30 (n=119) 165 ± 28 (n=60) 0.96 (ns) 

Table C.1: Diameter values obtained using SEM imaging and STORM imaging for fibrinogen 

concentrations of 0.5, 1, 3, and 5 mg/mL, at thrombin concentrations of  A) 0.1 U/mL, B) 1 

U/mL, and C) 5 U/mL (uncertainty is standard error; number of measurements provided in 

parentheses; p-values obtained using two-sample t-test assuming unequal variance with 

significance threshold of 0.05). 
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 Although identical preparation was used for both samples imaged with SEM for each clot 

condition, sample preparation requires drying, fixation, sputter coating, and imaging in vacuum, 

and slight alterations at any step could lead to differing fiber diameters between the two samples. 

To test this, we compared the diameter values obtained from the two imaged samples at each 

investigated concentration in order to determine that there were not significant differences 

between the samples. As seen by the p-values in Table C.2, there was not a significant difference 

between the diameter values obtained for the two separate samples for nearly all of the 

investigated clot conditions. For the three clot conditions in which the p-values show that there is 

a significant difference, the average diameter ± standard deviation still overlaps for the two 

samples. It makes sense that the sample with the largest difference is that with 0.5 mg/mL 

fibrinogen and 0.1 NIH-U/mL thrombin, as we would expect the most heterogeneity with the 

lowest concentrations. Since the diameter values agree so well between the two samples for most 

concentrations, there does not appear to be differences caused by the sample preparation. 

 

Concentrations of Fibrinogen 

and Thrombin 

Sample 1 Average 

Diameter ± SD (nm) 

Sample 2 Average 

Diameter ± SD (nm) 

P-Value of Diameters 

Between Two Samples 

0.5 mg/mL + 0.1 U/mL 164 ± 37 145 ± 23 2.6e-6 

1 mg/mL + 0.1 U/mL 213 ± 45 226 ± 30 0.01 

3 mg/mL + 0.1 U/mL 246 ± 44 239 ± 40 0.24 (ns) 

5 mg/mL + 0.1 U/mL 255 ± 51 262 ± 41 0.21 (ns) 

0.5 mg/mL + 1 U/mL 102 ± 22 102 ± 16 0.99 (ns) 

1 mg/mL + 1 U/mL 111 ± 22 119 ± 24 0.02 

3 mg/mL + 1 U/mL 181 ± 34 180 ± 29 0.79 (ns) 

5 mg/mL + 1 U/mL 204 ± 35 195 ± 34 0.11 (ns) 

0.5 mg/mL + 5 U/mL 93 ± 20 94 ± 15 0.83 (ns) 

1 mg/mL + 5 U/mL 109 ± 18 111 ± 18 0.33 (ns) 

3 mg/mL + 5 U/mL 135 ± 19 136 ± 19 0.90 (ns) 

5 mg/mL + 5 U/mL 164 ± 36 166 ± 27 0.76 (ns) 

Table C.2: Average diameter ± standard deviation (SD) for two separate SEM samples at each 

concentration and p-values of diameter between two separate samples (p-values determined 

using a two-sample t-test assuming unequal variances with significance threshold of 0.05). 
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C.3: Effects of Varying AlexaFluor-647-Labeled Fibrinogen Concentration 

 In order to determine the effect of changing AlexaFluor-647 concentrations on the 

STORM diameter measurements, turbidity measurements were performed in triplicate on clots 

containing ratios of 1:25, 1:45, 1:65, 1:85, and 1:100 of AlexaFluor-647-labeled fibrinogen to 

wild type fibrinogen. The results are shown in Figure C.6. Since the maximum absorbance value 

corresponds to the fiber diameter, the p-values were determined for the maximum absorbance 

value between each fluorophore concentration and the control containing no Alexa, as shown in 

Table C.3. The differences were statistically insignificant except for the 1:25 ratio of fluorophore 

labeled fibrinogen to wild type fibrinogen. Since the lowest ratio used for STORM sample 

preparation was 1:44, it should not have caused a significant difference in the diameter 

estimation. 

 

 
Fig. C.6: Turbidity measurements on samples containing 1:25, 1:45, 1:65, 1:85, and 1:100 

ratios of AlexaFluor-647-labeled fibrinogen to wild type fibrinogen concentrations, as well as 

a control containing no fluorophore (Error bars represent standard deviation). 
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Ratio of AlexaFluor-647-Labeled 

Fibrinogen to Wild Type Fibrinogen 
Max Absorbance P-Value 

1:25 0.02 

1:45 0.08 (ns) 

1:65 0.28 (ns) 

1:85 0.30 (ns) 

1:100 0.06 (ns) 

Table C.3: Significance levels of max absorbance from polymerization curves between the 

control with no fluorophore and each investigated ratio of AlexaFluor-647-labeled fibrinogen 

to wild type fibrinogen (p-values determined using two-sample t-test assuming unequal 

variances with a significance threshold of 0.05). 

  

To further test the effect of changing fluorophore concentration on the diameter 

estimation according to STORM analysis, we created a MATLAB code which simulated a 

circular fiber cross-section of 195 nm, filled with circular protofibrils of 5 nm diameter. To avoid 

overcomplicating the situation, we did not account for the non-uniform internal structure of the 

fiber [66], but rather assumed that the protofibrils were spaced evenly to fill the fiber cross-

section. We then randomly selected a certain fraction of the protofibrils to represent the fraction 

that would be fluorophore-labeled and recorded the distance between the far edges of the two 

furthest apart fluorophore-labeled protofibrils, as shown in Figure C.7, which corresponded to 

the measured diameter. We repeated this for 1,000 iterations, then took the average of the 1,000 

fiber diameters. These diameter measurement values can be seen in Table C.4 for each 

investigated ratio of fluorophore-labeled fibrinogen to wild type fibrinogen. 
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Fig. C.7: A simulated circular cross-section of a fiber with a diameter of 195 nm, filled with 

protofibrils of 5 nm diameter, with 1/65 the protofibrils randomly selected (filled black) and 

the longest distance between the edges of two selected protofibrils noted in red. 

 

Ratio of Fluorophore-Labeled 

to Wild Type Fibrinogen 

Simulated Average Diameter 

(nm) 

Percent Error 

1:25 191 ± 4 1.9 

1:45 187 ± 7 3.9 

1:65 182 ± 10 6.7 

1:85 177 ± 12 9.1 

1:100 174 ± 13 10.6 

1:110 172 ± 14 11.6 

Table C.4: A simulated circular cross-section of a fibrin fiber with a diameter of 195 nm, 

filled with protofibrils of 5 nm diameter. 

 

 As expected, with decreasing amounts of fluorophore-labeled fibrinogen, the error in the 

measured fiber diameters increases.  However, when looking at the average diameters ± standard 

deviation, there is overlap between all of the samples except those with ratios of 1:25 and 1:110. 

Since the largest and smallest ratios used in our STORM samples were 1:44 and 1:110, 

respectively, this means that there should not have been a considerable difference in the obtained 

fiber diameters between the samples based on the amount of fluorophore added. 

This simulation is also assuming that we are able to perfectly measure the center points of 

each protofibril. When you account for the resolution limitations of STORM (20 nm), the 

measurements would actually not be so precise, resulting in the measurements being slightly 

larger than those simulated. Furthermore, the simulation assumes that we are measuring a perfect 
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cross-section of the fiber. However, we are often imaging perpendicular to the fiber rather than 

through the cross-section, which would result in our image containing information from the 

entire thickness of the fiber projected together. Therefore, our actual error should be less than 

that simulated, implying that there is not very much error in the diameter measurements despite 

the chosen fluorophore concentrations. 

 

C.4: Pore Size Measurements 

 When using the bubble method to determine the pore size from confocal images, the 

program would include measurements that were due to a region where the fluorescence wasn’t 

completely filled in rather than from an actual pore between fibers. In order to remove these 

values, a manual measurement was performed on the smallest visible pore in the confocal images 

for each sample concentration using the line measurement tool in ImageJ in order to determine 

what the smallest pore size should be. The pore size measurements obtained using the bubble 

method were then filtered so that any values lower than the established minimum were removed. 

These minimum pore size values are provided in Table C.5 for each fibrinogen/thrombin 

concentration.  

 

Fibrinogen + Thrombin Concentration Minimum Pore Size (μm) 

0.5 mg/mL + 0.1 U/mL 5.01 

1 mg/mL + 0.1 U/mL 4.01 

3 mg/mL + 0.1 U/mL 2.38 

5 mg/mL + 0.1 U/mL 2.02 

0.5 mg/mL + 1 U/mL 2.38 

1 mg/mL + 1 U/mL 2.02 

3 mg/mL + 1 U/mL 1.58 

5 mg/mL + 1 U/mL 1.39 

0.5 mg/mL + 5 U/mL 1.39 

1 mg/mL + 5 U/mL 1.19 

3 mg/mL + 5 U/mL 0.99 

5 mg/mL + 5 U/mL 0.79 

Table C.5: Minimum pore size measurements for each fibrinogen/thrombin concentration. 
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Figure C.8 shows plots of the pore sizes determined manually compared to those obtained 

using the “bubble method”. The actual averages and uncertainty are shown in Table C.6, as well 

as the number of measurements for that method. As seen, there is good agreement between the 

two methods for the investigated fibrinogen and thrombin concentrations. 

 

 
Fig. C.8: Pore sizes obtained using the “bubble method” and obtained manually using Imaris 

for fibrinogen concentrations of 0.5, 1, 3, and 5 mg/mL, and thrombin concentrations of A) 0.1 

U/mL, B) 1 U/mL, and C) 5 U/mL (error bars represent the standard deviation). 

 

A 
Fibrinogen 

Concentration (mg/mL) 

Bubble Analysis Pore 

Size (μm) 
Manual Pore Size (μm) 

P-Values Between 

Bubble Analysis and 

Manual Pore Sizes 

 0.5 6.61 ± 2.13 (n=228) 6.29 ± 2.71 (n=10) 0.73 (ns) 

 1 5.47 ± 1.53 (n=323) 5.39 ± 2.03 (n=10) 0.91 (ns) 

 3 2.88 ± 0.54 (n=730) 3.43 ± 1.67 (n=10) 0.36 (ns) 

 5 2.52 ± 0.44 (n=1152) 2.30 ± 0.64 (n=10) 0.33 (ns) 
 

B 
Fibrinogen 

Concentration (mg/mL) 

Bubble Analysis Pore 

Size (μm) 
Manual Pore Size (μm) 

P-Values Between 

Bubble Analysis and 

Manual Pore Sizes 

 0.5 2.82 ± 0.44 (n=488) 2.08 ± 0.60 (n=10) 0.006 

 1 2.58 ± 0.54 (n=606) 1.88 ± 0.83 (n=10) 0.04 

 3 1.99 ± 0.40 (n=1142) 1.63 ± 0.69 (n=10) 0.16 (ns) 

 5 1.72 ± 0.32 (n=2054) 1.35 ± 0.39 (n=10) 0.02 
 

C 
Fibrinogen 

Concentration (mg/mL) 

Bubble Analysis Pore 

Size (μm) 
Manual Pore Size (μm) 

P-Values Between 

Bubble Analysis and 

Manual Pore Sizes 

 0.5 1.63 ± 0.26 (n=1514) 1.11 ± 0.35 (n=10) 0.002 

 1 1.37 ± 0.17 (n=2115) 1.05 ± 0.37 (n=10) 0.03 

 3 1.17 ± 0.19 (n=3616) 1.00 ± 0.23 (n=10) 0.05 (ns) 

 5 0.96 ± 0.17 (n=5988) 0.92 ± 0.15 (n=10) 0.41 (ns) 

Table C.6: Pore size measurements obtained using the “bubble method” and obtained 

manually using Imaris for fibrinogen concentrations of 0.5, 1, 3, and 5 mg/mL, at thrombin 

concentrations of  A) 0.1 U/mL, B) 1 U/mL, and C) 5 U/mL (number of measurements 

provided in parentheses; p-values determined using a two-sample t-test assuming unequal 

variances with significance threshold of 0.05). 
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C.5: Turbidimetric Fitting Plots 

 The methods of performing turbidimetry analysis of a fibrin clot is shown in Figure C.9. 

 

 
Fig. C.9: Methods for taking turbidimetry measurements of fibrin clot. 

 

A representative turbidimetric fitting plot for each approach, with the corresponding fit 

line, can be seen in Figure C.10. For the Carr-Hermans and Yeromonahos plots, the linear fit line 

corresponding to the wavelength range of 350-650 nm is shown in orange and the fit line for a 

wavelength range of 500-800 nm is shown in gray. The R squared values for the fit line is shown 

in orange for a wavelength range of 350-650 nm, in gray for a wavelength range of 500-800 nm, 

and in blue for a wavelength range of 350-800 nm. As seen, with the exception of the Ferri 

approach, the wavelength range of 350-800 nm has the lowest R squared value for all plots. 
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Fig. C.10: Representative turbidimetric plots for each of the approaches, in the appropriate 

plotting format for using constant values of n and dn/dc (left column) and for using wavelength 

corrected values of n and dn/dc (right column) (R squared values shown in orange for 

wavelength range of 350-650 nm, in gray for 500-800 nm, and in blue for 350-800 nm; dataset 

for 1 mg/mL fibrinogen with 0.1 U/mL thrombin and 25 L-U/mL FXIIIa taken in a cuvette 

using a wavelength range of 350-800 nm; for Carr-Hermans plots 𝑥 =
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 The squared correlation coefficient for each clot condition are shown in Figure C.11, with 

the approach with the best correlation for each condition highlighted in green. 
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Fig. C.11: The squared correlation coefficient for each of the turbidimetric approaches at 

wavelength ranges of 350-650 nm, 500-800 nm, and 350-800 nm, A) with the wavelength 

dependence of n and dn/dc accounted for and B) using constant values of n and dn/dc. The 

highest squared correlation coefficient for each clot condition is highlighted in green. 

 

 

C.6: Effect of Error in Pore Size and Mass Fractal Dimension 

 Ferri et al determined through simulations that error in the pore size and mass fractal 

dimension doesn’t have a very large impact on the determination of the diameter if the fibers are 

relatively large (≥100 nm), but that inaccurate values of the mass fractal dimension causes a 

large amount of error in the diameter calculations for thin fibers (≤50 nm). 

 We decided to test this ourselves by applying a 10% increase or decrease to the average 

mass fractal dimension and pore size values for three clot conditions and seeing how it impacted 

the calculation of the diameter, as shown in Tables C.7 and C.8 below. We found similar trends 

to those reported by Ferri et al. [18] that variations in the mass fractal dimension have increased 

effects on the diameter calculations as the fibers become thinner, and that the effect of variations 

in the pore size does not cause a very large difference in the diameter calculations. 
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Sample 

Concentrations 

SEM Diameter 

(nm) 

Ferri Diameter 10% 

Underestimate for 

Dm 

Ferri Diameter 

Original Dm 

Ferri Diameter 

10% Overestimate 

for Dm 

5 mg/mL + 0.1 U/mL 258 283.9 282.2 281.2 

3 mg/mL + 1 U/mL 180 212.7 200.5 186.5 

0.5 mg/mL + 5 U/mL 94 139.0 114.8 51.8 

Table C.7: The effect of a 10% increase/decrease in the mass fractal dimension on fiber 

diameter calculations for three clot conditions (using wavelength corrected n and dn/dc and a 

wavelength range of 500-800 nm). 
 

Sample 

Concentrations 

SEM Diameter 

(nm) 

Ferri Diameter 10% 

Underestimate for ξ 

Ferri Diameter 

Original ξ 

Ferri Diameter 

10% Overestimate 

for ξ 

5 mg/mL + 0.1 U/mL 258 280.5 282.2 283.7 

3 mg/mL + 1 U/mL 180 206.5 200.5 195.5 

0.5 mg/mL + 5 U/mL 94 124.4 114.8 105.3 

Table C.8: The effect of a 10% increase/decrease in the pore size on fiber diameter 

calculations for three clot conditions (using wavelength corrected n and dn/dc and a 

wavelength range of 500-800 nm). 
 

We then tested how these two parameters vary between different clot locations. We did 

this by analyzing a stack of confocal images taken at 2-3 different locations. For 4/12 of the 

investigated clot conditions, two image stacks were analyzed, with each from different samples 

at the same concentrations. For 8/12 of the investigated clot conditions, three image stacks were 

analyzed, with one of the image stacks coming from one sample and two of the image stacks 

coming from a second sample at the same concentrations. 

The difference in the mass fractal dimension at the different clot locations for each 

investigated concentration is represented by the p-values in Table C.9. While there is a 

significant difference in the obtained mass fractal dimensions between the different imaged 

locations for the majority of the samples according to the p-values, the average percent 

difference between the mass fractal dimension at the various locations was only 2.4%, with the 

maximum difference being 6.5%. Therefore, the effect of the varying mass fractal dimension 

with changing clot location should not have as drastic of an impact on the diameter calculations 

using the Ferri approach as suggested by the analysis above. 
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Concentrations of 

Fibrinogen and 

Thrombin 

Sample 1 Average 

Mass Fractal 

Dimension ± SD 

Sample 2 Average 

Mass Fractal 

Dimension ± SD 

Sample 3 Average 

Mass Fractal 

Dimension ± SD 

P-Value of Mass 

Fractal Dimension 

Between Samples 

0.5 mg/mL + 0.1 U/mL 1.43 ± 0.09 1.42 ± 0.08 1.41 ± 0.03 0.60 (ns) 

1 mg/mL + 0.1 U/mL 1.36 ± 0.03 1.39 ± 0.03 1.43 ± 0.01 2e-13 

3 mg/mL + 0.1 U/mL 1.65 ± 0.02 1.584 ± 0.009 N/A 4e-7 

5 mg/mL + 0.1 U/mL 1.64 ± 0.01 1.736 ± 0.006 N/A 2e-21 

0.5 mg/mL + 1 U/mL 1.56 ± 0.06 1.65 ± 0.04 1.64 ± 0.02 7e-9 

1 mg/mL + 1 U/mL 1.66 ± 0.01 1.73 ± 0.01 N/A 4e-22 

3 mg/mL + 1 U/mL 1.71 ± 0.02 1.74 ± 0.02 N/A 4e-4 

5 mg/mL + 1 U/mL 1.73 ± 0.01 1.775 ± 0.004 1.770 ± 0.006 3e-23 

0.5 mg/mL + 5 U/mL 1.75 ± 0.05 1.76 ± 0.04 1.87 ± 0.02 8e-14 

1 mg/mL + 5 U/mL 1.76 ± 0.02 1.77 ± 0.02 1.74 ± 0.02 6e-5 

3 mg/mL + 5 U/mL 1.842 ± 0.009 1.81 ± 0.02 1.86 ± 0.01 5e-12 

5 mg/mL + 5 U/mL 1.853 ± 0.008 1.86 ± 0.03 1.86 ± 0.02 0.77 (ns) 

Table C.9: Average mass-fractal dimension ± standard deviation (SD) and p-values of the 

mass-fractal dimension between different clot locations according to confocal imaging analysis 

(p-values determined using a single factor ANOVA test when there were three images 

compared and using a two-sample t-test assuming unequal variances when two images were 

compared, significance threshold of 0.05; N/A under sample 3 means only two locations were 

imaged for that concentration). 
 

 We also analyzed how the pore size changed for a single clot condition depending on the 

location of imaging (using the bubble method described in Chapter 3 to determine the pore size), 

finding that on average there was a 4.4% difference in the pore size between sample locations. 

Since it was found in the analysis above that up to a 10% difference in the pore size has very 

little impact on the obtained fiber diameter with the Ferri approach, this variability should not 

have had a significant impact on the diameter estimations. 

Since the mass fractal dimension needs to be known very accurately in order for the Ferri 

approach to provide accurate diameter estimations, and the mass fractal dimension varies 

significantly with the location of imaging, this is one possible cause of the Ferri fitting approach 

not working as well as the other approaches for some clot conditions. However, the large impact 

of the mass fractal dimension should be most prevalent for thin fibers, and there are some cases 
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where the fiber diameter was thick, but the Ferri approach still did not work well, so this is not 

the only explanation for the poor accuracy of the Ferri fitting approach in our analysis. 

 

C.7: Cuvette vs. 96 Well Plate 

 Plots showing the percent error in the diameter value obtained using each of turbidimetric 

approaches compared to the values according to SEM imaging can be seen in Figure C.12 versus 

fiber diameter for measurements taken in both a cuvette and a 96 well plate. Those plots show 

that there is no clear trend for which diameter values measurements taken in a cuvette or 96 well 

plate are more accurate. 

 

 
Fig. C.12: The percent error versus diameter for each turbidimetric fitting approaches using a 

cuvette (blue) and 96 well plate (orange) for measurements, with a wavelength range of 350-

650 nm (top row), 500-800 nm (middle row), and 350-800 nm (bottom row) (wavelength 

dependence of n and dn/dc accounted for). 
 

Figure C.13 shows plots of the percent error in the diameter values obtained using each 

turbidimetric approach compared to those obtained from SEM imaging versus fibrinogen 

concentration for measurements performed in both a cuvette and 96 well plate. Based on those 
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plots, there is no clear trend on which fibrinogen concentrations either a cuvette or 96 well plate 

provides more accurate diameter values. 

 

 
Fig. C.13: The percent error versus fibrinogen concentration for each turbidimetric fitting 

approaches using a cuvette (blue) and 96 well plate (orange) for measurements, for thrombin 

concentrations of 0.1 U/mL (top row), 1 U/mL (middle row), and 5 U/mL (bottom row) 

(wavelength range of 500-800 nm, with the wavelength dependence of n and dn/dc accounted 

for). 
 

 Figure C.14 shows a color-coded table of the percent error in the diameter values 

obtained using each turbidimetric approach compared to those obtained from SEM imaging for 

each investigated clot condition using both a cuvette and 96 well plate. The differences between 

the results when using a cuvette and when using a 96 well plate is discussed in more detail in the 

main text (see Chapter 3). 
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Fig. C.14: Percent error in the diameter obtained from each investigated turbidimetric 

approach compared to diameters obtained from SEM for a wavelength range of A) 350-650 

nm, B) 500-800 nm, and C) 350-800 nm for measurements performed in both a cuvette and a 

96 well plate. 

 

C.8: Density/Length Changes Throughout Sample Height 

 In order to test if the fibers toward the bottom of a sample are being compressed by the 

weight of the fibers on top of them, we analyzed an image stack obtained using a Bruker MuVi 

SPIM light sheet microscope. First, a time series was performed on a clot containing 3 mg/mL 

fibrinogen and 0.1 NIH-U/mL thrombin, with 1/65 the amount of AlexaFluor-647-labeled 

fibrinogen as wild type fibrinogen, for approximately 30 minutes or until polymerization was 

complete. An image stack was then obtained on the height of the sample, with a depth of 100 

μm. 
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Analysis was performed on the reconstructed 3D image using the program Imaris. The 

reconstructed image contained sections where the fibers could be clearly visualized, with slightly 

blurred areas in between each section. In order to determine the fiber density, a 1000x1000x50 

pixel section was chosen from the center of each section making up the image. The volume sum 

of the fibers in the selected section was then determined using the surface feature in Imaris. This 

was done for three separate samples, with identical settings used for analysis with each sample. 

The results are plotted in Figure C.15. As seen, for all three samples there is a slight increase 

overall in the volume density of fibers from the top of the sample to the bottom of the sample. 

 

 
Fig. C.15: Volume sum of fibers within selected section versus the depth of the measurement 

(with 0 being the top of the sample) (3 mg/mL fibrinogen, 0.1 NIH-U/mL thrombin). 

  

 If the fibers are compressed toward the bottom of the sample, they would not have as 

much room to grow longitudinally, so it would be expected that those fibers would not be as long 

as those toward the top of the sample. In order to test this theory, manual fiber length 

measurements were performed in Imaris on one of the samples, with ten fibers measured per 
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section of the image. The results can be seen in Figure C.16. There was a slight decrease in the 

average fiber length at the bottom of the sample compared to the top of the sample. 

 

 
Fig. C.16: Average length of fibers versus the depth of the measurement (with 0 being the top 

of the sample) (3 mg/mL fibrinogen, 0.1 NIH-U/mL thrombin). 

 

 Based on these results, it appears that the fibers are shorter and more densely packed 

together toward the bottom of the sample than they are at the top of the sample, suggesting that 

the fibers at the bottom are being slightly compressed from the weight of the fibers on top of 

them. However, the changes could also be due to uneven mixing of thrombin, and therefore 

requires further analysis to be definitive. Nonetheless, the changes in density and length are very 

slight, and combined with the turbidity/turbidimetry analysis from Chapter 3, it does not appear 

that this causes a significant difference in the fiber diameter. 

 

C.9: Uneven Light Blocking in Multiple Scattering Experiment 

 As shown in Figure 29, the diameter values obtained using the turbidimetric approaches 

were usually further from those obtained from SEM imaging when using covers in the attempt to 
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block multiple scattered light. As seen in Figure C.17, the percent error in the obtained diameter 

values compared to those from SEM imaging was very large for small diameter values, with the 

turbidimetric approaches providing imaginary diameter values for those with average diameters 

of 165 nm or smaller when using two covers (plotted as 100% error). 

 

 
Fig. C.17: Percent error between the diameter values obtained using turbidimetry (with either 

the Carr-Hermans, Original Yeromonahos, or Corrected Yeromonahos approach) and those 

obtained from SEM imaging with A) one cover to block multiple scattered light, and B) two 

stacked covers to block multiple scattered light (*not all datapoints within the plot view; 

imaginary diameters plotted as 100% error). 

 

 These imaginary diameters are a result of some sample absorbance measurements being 

smaller than those of the background solution, resulting in negative absorbance values once the 

background is subtracted out. This could have resulted from the beam not being centered on the 

wells, resulting in an uneven amount of the transmitted light being blocked for different wells. If 

more of the light was blocked for the wells containing the background solution, this would lead 

to overestimates of the absorbance measurements, which could explain why the background 

measurements were sometimes higher than those for some samples. This would also explain why 

the percent error increases with increasing diameter, because as the diameter increases, the 

amount of light scattered increases, resulting in higher absorbance values, which would not be as 

sensitive to the overestimates of the background absorbance. In order to further test if part of the 
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beam was being blocked, we compared the absorbance measurements for the background 

solution, which should have little to no multiple scattering, as it did not contain any fibers, only 

thrombin and FXIIIa. As seen in Figure C.18, there are slightly higher absorbance values when 

using one cover versus no cover, then even higher values when using both covers, further 

implying that part of the light beam is being blocked by the covers. 

 

 
Fig. C.18: Absorbance measurements on background solution containing 25 L-U/mL FXIIIa 

and 5 U/mL thrombin, but with no fibrinogen, in a solution of HBS buffer with 5 mM CaCl2 

with no cover, one cover, or two covers. 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 


