
 
 

Kinetic Modeling of Batch Reaction Processes 

David Joiner 

September, 2012 

Director of Thesis: Dr. Paul J. Gemperline 

Major Department: Chemistry 

 Kinetic models have been demonstrated to be useful in on-line batch monitoring 

systems. The ability to monitor a reaction in real time is invaluable to the production process of 

industrial and pharmaceutical products. However, it is not a commonly used technique, due to 

some of its limitations. Currently, a great deal of work has been done showing the ability of a 

kinetic model to accurately estimate the spectral profiles and concentrations of reaction 

systems as a function of time. Some models have even demonstrated the techniqueΩs ability to 

model the transitions of analytes during dissolution and crystallization processes, but little has 

been done to combine all of these processes into a flexible, robust modeling system that 

incorporates all of these processes simultaneously. 

 The goal of this work is three-fold: (1) to demonstrate the ability of a kinetic model to 

cohesively model dissolution, reaction, and crystallization processes, (2) accurately predict the 

spectral and concentration information produced by the reaction system, and (3), to accurately 

model an actual industrial slurry reaction using these same methods. 

 For first part of this work, an acetylsalicylic acid synthesis model system was chosen. 

This synthesis reaction contains all of the processes necessary to produce a cohesive model 



 
 

including dissolution of the salicylic acid reactant, simultaneous reaction of the reactants to 

form the product and side products, and subsequent crystallization and precipitation of the 

product. This work was performed using ATR-UV/Vis measurements to model changes in the 

solution phase of the reaction mixture and utilized HPLC measurements for validation of the 

results. 

 The second part of this work used the same techniques seen in part one and extended 

them to a complex industrial slurry model system. This section of the work was performed 

using NIR reflectance measurements to model the changes in the solid phase of the reaction 

mixture. This portion also used HPLC measurements for validation purposes. 

 The work done within these two sections demonstrates the ability of the kinetic model 

to operate in both in the solid and liquid state and using multiple spectroscopic methods. 
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1. Introduction  

Notes on the organization of this thesis: Chapter 1 provides a basic introduction to the 

research material and Chapter 2 provides theory and background for the techniques that were 

used in this work. Chapters 3 and 4 are manuscripts for publication detailing the results of this 

work. Since these chapters are presented in the form of a research article manuscript, much of 

the information in Chapters 1 and 2 of this thesis will be repeated in the early portions of 

Chapters 3 and 4, albeit in less detail. Chapter 4 was written in collaboration with another 

author, Chun Hsieh. The author of this work wrote the Introduction and Theory sections of 

Chapter 4 and Section 4.3.4. The author of this thesis performed the Partial Least Squares 

Regression modeling which was used to confirm the viability of modeling a commercial slurry 

system, shown in Section 4.3.4. The kinetic modeling results shown in Chapter 4 are from the 

work of Chun Hsieh and Dr. Paul Gemperline. 

 

 In an industrial setting, it is necessary to have a complete understanding of every 

reaction process that takes place in a production facility. Optimizing a reaction in order to save 

on the cost of materials and establishing safety guidelines in order to protect employees and 

facilities are a couple of the reasons that this knowledge is needed. Mistakes in production can 

be very costly, and the use of preventative measures can be very beneficial to a manufacturing 

process. An active area ƻŦ ǊŜǎŜŀǊŎƘ ƛƴǾƻƭǾŜǎ ǘƘŜ ŘŜǾŜƭƻǇƳŜƴǘ ƻŦ άƪƛƴŜǘƛŎ ƳƻŘŜƭǎέΦ ¢ƘŜǎŜ ƳƻŘŜƭǎ 

have the ability to mathematically explain all of the crucial processes that are taking place 

within a particular reaction system. These models are supplemented by the use of 
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spectroscopic measurement techniques that can be be used to monitor a reaction in an 

industrial setting in real time. This άōŀǘŎƘ ǊŜŀŎǘƛƻƴ ƳƻƴƛǘƻǊƛƴƎέ ƛǎ ǾŜǊȅ useful and can be used as 

a preventative measure for mistakes in the manufacturing process[1, 2].  

 At the moment, kinetic modeling in industry is not the norm. Currently, Partial Least 

Squares (PLS) regression modeling is the most frequently used form of modeling industrial 

reactions[1, 3-5]. PLS is very good at monitoring specific reaction protocols and the technique is 

be very robust; but, these types of models can be very reaction specific and are not always 

good at adjusting to changes in the reaction formulation or changes in the production methods. 

To build a PLS model, a large number of datasets from very similar experiments are assembled 

and used as a model for how the system should behave. However, if the original protocol is 

significantly changed, then a new PLS model may need to be constructed in order to fit the new 

experimental protocol. The PLS model may not always adequately predict the outcome of a 

reaction if a significant change has been made to the reaction components. For instance, 

customer requested changes in a product formulation similar to one already in production with 

an already viable PLS model may invalidate the ability of the PLS model to predict accurate 

concentrations. Building a new model for a different formulation can be incredibly time 

consuming and may not be considered financially beneficial. The form of kinetic modeling 

presented in this work can be more adaptable, in that it has the ability to accommodate 

changes to the experimental protocol and make adjustments to the modeled spectra and 

concentration profiles without having to reconstruct the entire model.  
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The development of kinetic models may be beneficial to industry in a number of ways, 

all of which will help to eliminate the cost of mistakes, and may save the company time, 

materials, and money. 

1.1 Formulation of Kinetic Models 

It is clear that the development of kinetic models may be relevant to industry and useful 

for developing a complete understanding of a particular reaction system. The ease of 

construction of kinetic models greatly depends on the number of processes that have to be 

characterized in order to establish an accurate model and also depends on the complexity of 

the reaction at hand.  The modeling of a simple first order reaction can be relatively simple, 

whereas modeling a more complex reaction with multiple steps and side products can be quite 

challenging. However, as long as the system follows elementary reaction principles, i.e. there is 

a one to one transfer of molecules from reactant to product, a kinetic model can be built. When 

supplemented with the use of spectroscopic measurements, concentration profiles for each 

component of a reaction mixture can be predicted along with the pure component spectra of 

the spectroscopically active components[6-9]. 

These models can be built using a variety of spectroscopic methods including 

ultraviolet/visible (UV/Vis), near infrared (NIR), and mid-infrared (Mid-IR)[10, 11]. The 

application of a kinetic model to a reaction system must be based on some form of 

measurement that can be directly related back to the concentrations of the reaction 

components. This is very true in the case of light absorption spectroscopy in that, generally, the 
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magnitude of an absorption signal is directly proportional to the concentration of a light 

ŀōǎƻǊōƛƴƎ ǎǇŜŎƛŜǎ ŀŎŎƻǊŘƛƴƎ ǘƻ ǘƘŜ .ŜŜǊΩǎ-Lambert law. 

 The mathematical rate laws necessary for formulating the models are constructed from 

a set of reaction mechanisms known for the experiment in question. For instance, if it is known 

that a compound, ά!έ, combines with another compound, ά.έ, to form a product, ά/έΣ then the 

rate law equation can be easily constructed, as will be demonstrated later. These rate laws are 

excellent at predicting changes in concentration as a function of time, assuming that all initial 

concentrations and reaction rate constants are known. However, oftentimes during the 

development stages of the model, these values are not known and must be determined using 

measured spectroscopic data. ¦ǎƛƴƎ .ŜŜǊΩǎ ƭŀǿ ŀƴŘ ŀ ŎƻƳōƛƴŀǘƛƻƴ ƻŦ ǘƘŜ ǇǊŜŘƛŎǘŜŘ 

concentration profiles made from the rate laws and the measured spectroscopic data from the 

experiment itself, the unknowns can be accurately predicted. When these unknowns are placed 

back into the rate law equations, they should be able to accurately predict the spectroscopic 

data. This proceǎǎ ƛǎ ǘŜǊƳŜŘ άƪƛƴŜǘƛŎ ƳƻŘŜƭ ŦƛǘǘƛƴƎέ ŀƴŘ ŜƴǎǳǊŜǎ ǘƘŀǘ ǘƘŜ ƳŜŎƘŀƴƛǎƳǎ ŀƴŘ ǊŀǘŜ 

law equations used in the model are appropriate for the system. 

1.2 Modeling Reaction Processes 

 Kinetic model fitting can be used to describe many different chemical processes, not 

only reactions[12-19]. Any rate law that defines the changes in the concentration of a 

substance can be applied to a kinetic model. For example, rate laws can be written that have 

the ability to define changes in concentration due to dissolution and crystallization of materials 

within the system. When these crystallization and dissolution rate laws are assembled in 
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conjunction with the reaction rate laws, the changes in the concentration over time for a 

compound within the system can be accurately predicted. In this way, kinetic modeling is a very 

versatile technique that can be applied to almost any reaction system. 

 These models also have the ability to accurately distinguish between several 

spectroscopically active components and even predict the concentration profiles of reaction 

components that cannot be seen by a spectrometer within the active wavelength range. This is 

based on the changes in the spectra that correlate with the changes in the concentrations as a 

function of time. It is from this information that the model has the power to elucidate the pure 

component spectra for each of the spectroscopically active compounds in the reaction, 

regardless of spectroscopic visibility. The concentration profiles for all of the spectroscopically 

invisible components of the reaction can be indirectly determined based on the principle of 

mass balance when the reaction mechanisms are known precisely and are accurately 

represented by the rate law equations previously established. 

 In order to make these connections to the spectra, however, systems of ordinary 

differential equations must be used to specify the rates of change of each of these components 

as a function of time based on the estimated rate constants and the concentration of each 

component at any given moment. The predicted concentration profiles and the measured 

spectra are then used to calculate the pure component spectra for the data. The pure 

component spectra contain the absorption information for each of the spectroscopically visible 

species present in the reaction system. The pure component spectra along with the 

concentration profiles can then be used to calculate a set of estimated absorbance spectra in 

the reaction mixture as a function of time[7]. A residuals matrix is then calculated from the 
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difference of the measured spectra and the estimated spectra and can be used to evaluate the 

goodness of fit for the kinetic model.  

The quality of the fit can be affected by numerous things including rate constants, initial 

concentrations, incorrect rate law functions, changes in volume, or other problems either in the 

building of the model or in the experimental protocol itself. To eliminate the effects of some of 

these problems, methods have been developed in order to optimize specific variables. For 

instance, it is unlikely that the reaction rate constants for all of the pieces of a particular 

reaction system are known exactly when trying to first establish a kinetic fit. The best way to 

ŘŜǘŜǊƳƛƴŜ ǘƘŜ άǘǊǳŜέ ǾŀƭǳŜ ƻŦ ǘƘŜǎŜ ǊŀǘŜ Ŏƻƴǎǘŀƴǘǎ ƛǎ ǘƻ ǳǎŜ ŀ ƴƻƴƭƛƴŜŀǊ ƻǇǘƛƳƛȊŀǘƛƻƴ ǘƻƻƭ ǘƘŀǘ 

evaluates the fit of the model after an initial guess of these values. The optimizer will then 

proceed through an iterative, systematic process to slightly alter the rate constant values that 

were initially specified until the goodness of fit is maximized[20, 21]. It is easy to recognize that 

performing all of these calculations would be impossible for a person to do quickly. To alleviate 

this, optimization tools are often built into high level data processing software, like 

MATLAB[22]. This makes the process of establishing a fit a much simpler process. 

1.3 Challenges 

 Some reaction systems are more complex than others and present new challenges 

depending on the methods of measurement. Having the ability to detect all forms of the 

compounds that are present is not always possible, especially when working with an 

incompatible spectroscopic method. This incompatibility could be due to wavelength region, or 

the state of matter of the analyte being measured. 
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 Certain methods of spectroscopy are limited in their ability to take measurements of 

specific media. For instance, Attenuated Total Reflectance (ATR) methods require the sample to 

be flush with the surface of an ATR crystal. An ATR measurement can only respond to light 

absorbing substances in a sample that are within a certain distance from its surface. The 

distance is dependent on the refractive index of the media surrounding the crystal and the 

operating wavelength of the spectrometer, as will be explained in more detail later. This short 

distance is indicative of the limitations in taking measurements of some samples, for example, 

solids suspended in solution. The size and shape of a solid particle does not allow the sample to 

be close enough to the crystal for a consistent measurement with a submersible probe in the 

UV/Vis range, as is used in this work[23, 24]. The opposite problem is present in a reflectance 

method of spectroscopy. Measurements taken using this technique are made using light that is 

emitted from a source that will hit a sample and then be reflected back to a detector[25]. 

However, the transmittance of light through a homogeneous liquid medium does not easily 

allow for the reflection and return of the emitted light to the detector. Because little light 

returns to the detector, the measurements made by the instrument may not provide enough 

information to make quantitative judgments. In many situations, diffuse reflectance based 

spectroscopic instruments are best suited to working with solid materials.  

 Recognizing these limitations is crucial when deciding what type of instrument to use 

when performing an experiment. In this work, one of the primary reaction mixtures being used 

is a slurry.  A slurry is a mixture that contains a suspension of solid particles of a material in a 

liquid solvent. These types of mixtures are beneficial in industry because the product typically 

only needs to be dried before retrieval. The solvent used in the slurry may even be reused if no 
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reactions with the solvent took place. When performing a slurry reaction, a viable choice for 

spectroscopic measurements is NIR reflectance. When using a submersible fiber optic probe in 

a dense slurry, the suspended solid particles provide an excellent background for reflection. 

With a good source of reflection, both the liquid solvent and the solid particles present in the 

mixture have the ability to absorb the incident light with only confounding light loss due to 

scattering. 

 Despite being an acceptable system for reflectance measurements, it can be still difficult 

to monitor exactly what is going on in this kind of reaction mixture, which is why having a 

kinetic model is beneficial. In the slurry mixture used in this work, the solid particles suspended 

in the solvent are slightly soluble in that solvent. When the second reactant is pumped into the 

mixture, the dissolved portion of the solid reacts to form a product that is no longer soluble in 

the solvent, causing it to precipitate. This causes the equilibrium to shift, allowing more of the 

original solid reaction material to dissolve and react until the pumped in reactant has been 

totally consumed. In order to mathematically represent this reaction system, a model must be 

built for all of these processes. The dissolution of the solid reactant particles, the reaction of the 

dissolved particles with the second reactant, and the nucleation and crystallization of the 

product all must be modeled in order to accurately predict the concentration profiles of these 

components at any given moment during the experiment. It is for this reason that a simpler 

reaction model system was chosen in order to demonstrate the ability to model all of these 

phenomena separately before extending the kinetic model to the complex slurry system that 

incorporates all of them simultaneously. 
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1.4 Experiments of Interest 

 Initially, the goal of the work described here was to develop a kinetic model for an 

industrial slurry reaction developed by DuPont Crop Protection, of which the final product acts 

as an herbicide. The process used to make this product involves the dissolution of a solid form 

reactant, the reaction of that dissolved material with a second reactant that was pumped into 

the system, and the subsequent precipitation and crystallization of product. Up until this point, 

much work has been done to model these individual processes of reaction, dissolution, and 

crystallization separately. One of the goals of this work is to build a model that has the ability to 

characterize all of these processes together in one all-inclusive model. 

 The route used to develop the model for this system involved the use of a well-known 

and well understood model system that incorporated all of the same processes as the slurry 

reaction. The synthesis of acetylsalicylic acid (aspirin) has been extensively studied[11, 14, 26, 

27] and provides all of the necessary elements for the modeling of this system. The initial 

addition of solid salicylic acid dissolves in a solvent, acetic anhydride, and then proceeds to 

react to form the product, acetylsalicylic acid. Once the product has formed, it will precipitate. 

These processes are shared by the slurry reaction, with only difference being that the slurry 

reaction has all of these phenomena taking place simultaneously, whereas the synthesis of 

aspirin has a separate crystallization step. Despite this difference, the aspirin synthesis model 

provides an excellent example for the capabilities of kinetic modeling.



 
 

2. Theory  

 Developing a kinetic model requires the full understanding of a number of processes. 

This includes having knowledge of the spectroscopic techniques used to measure the reaction 

mixture, the formation of reaction mechanisms and rate laws, the creation of ordinary 

differential equations, the numerical integration method used to integrate these differential 

equations, and the optimization algorithm used in the model fitting. Together, these processes 

make up the groundwork of kinetic model fitting. 

2.1 Spectroscopic Methods 

2.1.1 ATR UV/Vis 

 Attenuated Total Reflectance (ATR) Ultraviolet-Visible (UV/Vis) spectroscopy is the first 

of the two spectroscopic methods used in this work. UV/Vis spectroscopy operates in the 180-

700 nm wavelength range, and is a commonly used tool in industrial and research 

measurements[28]. When combined with an ATR probe, it has the unique ability of only taking 

a measurement of a very thin layer of the sample in direct contact with the ATR probe[24]. A 

submersible three bounce ATR UV/Vis is illustrated in Figure 1. The light emitted from the 

source reflects off each surface of the crystal before returning to the detector. 
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Figure 1. Diagram of a three bounce ATR UV/Vis probe. 

 Each surface of the crystal is designed to utilize the concept of Total Internal Reflection, 

where the incident light from the source strikes the crystal surface at an angle such that 

complete internal reflection is achieved (Figure 2). When the incident light strikes a surface at 

an angle that is greater than ǘƘŜ άŎǊƛǘƛŎŀƭ ŀƴƎƭŜέ, the light will completely reflect off of the 

surface, with none escaping into the surrounding medium. If the angle of incidence were 

smaller than the critical angle, the light would pass through the boundary surface and into the 

media. These probes are specifically designed so that at each surface of the crystal, the angle of 

incidence of the light beam is greater than the critical angle. 

 ATR sample measurements utilize an evanescent field that crosses over the boundary 

created by the crystal surface and dips into the surrounding media, as shown in Figure 2. 
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Figure 2. When the beam strikes the crystal surface at an angle greater than the critical angle, the beam is 
reflected. When the beam is reflected it also forms an evanescent field that reaches into the surrounding 
media where some wavelengths may be absorbed.  

 When this evanescent field crosses over the crystal surface, the media immediately 

surrounding the crystal has the ability to absorb the light intensity in the same way as any 

transmission spectroscopic technique. In UV/Vis spectroscopy, specific wavelengths of light 

have the ability to excite electrons within atomic orbitals or molecular orbitals to different 

energy levels. Different orbitals exhibit characteristic energy levels that result in the excitation 

of electrons at different wavelengths as light is absorbed, thus resulting in the spectral 

variances seen in different molecules. 

 One of the unique things about ATR measurements in the UV/Vis wavelength range is 

that the evanescent field does not extend far past the surface of the crystal. The depth of 

penetration of this field is dependent on both the wavelength of light, the refractive index of 

the surrounding media, and the refractive index of the crystal. In the Near Infrared and Mid-
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Infrared wavelength ranges, the evanescent field can extend into the sampling media about 

2,500 nm to 30,000 nm, respectively. However, in the UV/Vis range, the field can only reach 

about 70 nm into the surrounding media. When working within this small range, it becomes 

almost impossible to measure any solid form that is present in the surrounding media[24]. This 

technique is used primarily to determine the contents of a solution phase in direct conatact 

with the probe. Concentrations of solid phase materials in the sample cannot be measured 

explicitly, but can be indirectly calculated. Using a system of rate laws and differential 

equations, the concentrations of the spectroscopically active species in the solution can be used 

to indirectly calculate the concentrations of the non-active species, such as the solid particles 

using the principle of mass balance. This will be explained in more detail later. 

2.1.2 NIR Reflectance 

 The Near Infrared spectroscopic region (NIR) refers to the wavelength range between 

700 and 2500 nm. NIR spectroscopy is becoming a more commonly used technique in industry 

for many reasons. Not only is the instrumentation relatively affordable, but it is easy to use and 

maintain, and little to no sample pretreatment is necessary if using the correct tools. Alongside 

modern data processing techniques, NIR spectroscopy can be as powerful a tool as Mid-IR and 

UV/Vis spectroscopy[29].  

In this work, NIR spectroscopic measurements are made in a diffuse reflectance 

sampling mode. This sampling method measures the intensity of light that reflects off of the 

surface of a sample. Unlike ATR UV/Vis, this technique is best suited for taking measurements 

of solid samples. Although NIR wavelengths have the ability to be absorbed by liquid samples, 

no reflected light can be returned to the detector when no reflective surface is present. A solid 
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sample provides an excellent backdrop for these kinds of measurements, as the solid particles 

provide a surface for the light to reflect off of. This is shown in more detail in Figure 3. 

 

Figure 3. Diffuse reflectance spectroscopy. A beam of light is shined onto a solid sample. This beam then 
scatters off of the surface of the sample and returns to the detector.  

Reflectance measurements, however, do have limitations when working with solid 

media. When the incident light strikes the surface of the sample, the varying angles of the light 

waves entering and exiting individual solid particles can result in the scattering of light off of the 

sample surface in multiple directions. This scattering of light can result in the loss of signal, 

giving an inaccurate reading. Some scattered light will return to the detector, but oftentimes 

the light scatters away from the probe and is not measured.  If extensive, the loss of signal due 

to scattering can result in the inability to accurately characterize the sample being measured, 

making light scattering one of the largest challenges involved with NIR diffuse reflectance 

measurements. Use of an integrating sphere in the sample chamber can be used to capture 
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light scattered in all directions; however, such a sampling device is not suited for online 

measurements with fiber optic probes. 

Regardless of this fact, diffuse reflectance methods remain some of the best for taking 

measurements of solid particles and are also ideal for working in dense slurry mixtures. Since a 

dense suspension of solid particles in a slurry is present in the experiments studied in this 

thesis, it can provide an excellent backdrop for reflectance measurements. 

2.2 Kinetic Modeling 

2.2.1 Beers-Lambert Law 

 In order to relate the absorption measurements to the actual concentrations of the 

solution being sampled, the Beers-Lambert law is used[28]. 

 

 cly e=  (2-1) 

 

In this form of the equation, y is the spectroscopic absorbance,  ʁis the molar absorptivity of the 

solute (L·mol-1·cm-1), c is the concentration of the solute (mol·L-1), and l represents the 

pathlength (cm). This equation is also applicable to mixtures of multiple chemical species, and 

can be represented as a linear combination of the concentrations, absorptivites, and 

pathlengths for n  species as shown in Equation 2-2. Because the pathlength for all species will 

remain the same, the absorptivity, ʁ , and pathlength, l, are combined into a single term, a. 
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 nnacacacy +++= 22211  (2-2) 

The values of c and a can also be represented across multiple wavelengths and times and can 

be replaced in the equation above with vectors representing the concentration for each species 

as a function of time and each absorptivity as a function of wavelength. Because this equation 

can be represented as a linear combination of multiple species, the equation can be 

represented in matrix form. 

 RCAY +=  (2-3) 

 

The symbol, Y, represents the m × n absorbance matrix for the data set, C is an m × k matrix 

containing the concentrations of k species present in the mixture across m intervals of time, 

also known as the concentration profile, and A is a k × n matrix containing the pure component 

spectra across n wavelengths for each of the species[7].  In kinetic modeling, when the modeled 

C and A terms are multiplied they create an estimated form of the matrix Y designated as Ycalc. 

The difference between these matrices Y and Ycalc produces a matrix of residuals, R. The 

residual matrix is later used to establish the goodness of fit for the kinetic model. A visual form 

of this equation is shown in Figure 4. 
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2.2.2 Rate Laws and Ordinary Differential Equations 

 In order to fit a kinetic model to a matrix of time-dependent spectroscopic 

measurements, the first thing that must be done is to build concentration profiles depicting the 

changes over time of the concentrations of all the components in the reaction mixture[6]. The 

concentration profiles themselves are constructed from a system of ordinary differential 

equations (ODEs) that define the rate of change for the concentration of each species as a 

function of time. To make these ODEs, the rate laws for each chemical process must first be 

defined. Knowledge of each of these processes is necessary for building an accurate kinetic 

model that yields an estimated set of spectra that matches the spectra that are measured 

experimentally. 

 In order to determine the rate law equations and ODEs necessary for determination of 

the concentration for any species at any given moment, the components and reaction 

mechanisms must be known. For example, in a simple second order reaction system, a reaction 

 

                                   = 

                   Ĭ                                             + 

Y 

C A R 

Figure 4. Illustration of the Beers-Lambert law. The term Y is the spectroscopic data as a function of time and 
wavelength, C contains the concentration profiles of the spectroscopically active species, and A contains the pure 
component spectra for each of the spectroscopically active species. The term R is the matrix of residuals based on 
the difference of the measured and estimated spectra. 
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mechanism can be written displaying all of the reactants and products for a particular reaction 

along with the reaction rate constant. 

 
B2A 2A½½½

k
 

(2-4) 

The mechanism shows that two equivalents of a species A react to form a product B. This 

mechanism is then used to define the rate law for this particular reaction. 

 2

A2 A][kr =  
(2-5) 

From the rate law, the ODEs for each of the reaction components can be established. 
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(2-7) 

 

These differential equations are then integrated as function of time in order to calculate the 

concentrations for A and B at any moment in time, t. 
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2.2.3 Numerical Integration  

 Unfortunately, for many multi-step reactions, it is impossible to directly integrate the 

ODEs and compute the concentrations for each of the reaction species using standard formulaic 

approaches, due to the higher order of the reaction and multiple steps. In order to integrate 

the ODEs, a numerical integration method must be used. 

 Numerical integration methods have the ability to compute a close approximation of the 

concentration as it changes over time based on a technique initially described by 9ǳƭŜǊΩǎ 

method. This is done by taking a single concentration of a species at a time, t, and calculating 

the rate of change of the concentration from the ODEs and then estimating the concentration 

at a new time, tn, where: 

 tntt nn D+= -1  (2-10) 

The accuracy of this estimation depends greatly on the step size, ɲt, used to move through the 

data, and the rate of change in the concentration at that moment. If the curvature of the 

function is great, then a smaller step size is necessary to capture the changes in the curve. For 

instance, if the rate of change is great while the step size is large, then the shape of the 

concentration curve will not be accurately captured, and a great deal of descriptive information 

will be lost, leading to inaccuracies in the concentration profiles. However, if the rate of change 

is great and the step size is small, then the shape of the curve will be estimated with a greater 

deal of accuracy, providing a concentration profile that is faithful to the actual experimental 

changes in concentration. 9ǳƭŜǊΩǎ ƳŜǘƘƻŘ ƛǎ illustrated visually in Figure 5. 
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Fig. 5Φ 9ǳƭŜǊΩǎ ƳŜǘƘƻŘΦ ¢ƘŜ ǊŀǘŜ ƻŦ ŎƘŀƴƎŜ ƛƴ ǘƘŜ ŎƻƴŎŜƴǘǊŀǘƛƻƴ ŀǘ ǘƛƳŜΣ t , is calculated and then is used to 
estimate the concentration at time, t + ɲt . 

 

 9ǳƭŜǊΩǎ ƳŜǘƘƻŘ ǎŜǊǾŜǎ ŀǎ ŀƴ ŜȄŎŜƭƭŜƴǘ ŜȄŀƳǇƭŜ ŀǎ ǘƻ Ƙƻǿ ƴǳƳŜǊƛŎŀƭ ƛƴǘŜƎǊŀǘƛƻƴ 

processes work, but is not able to make accurate predictions for more complex problems. A 

numerical integration method that is more commonly used is the classical Runge-Kutta method. 

The  classical Runge-Yǳǘǘŀ ƳŜǘƘƻŘ ǿƻǊƪǎ ƛƴ ƳǳŎƘ ǘƘŜ ǎŀƳŜ ǿŀȅ ŀǎ 9ǳƭŜǊΩǎ ƳŜǘƘƻŘ[30]. The 

primary difference is that it is a fourth order integration method, meaning that instead of using 

two data points of distance ɲt to establish an extrapolation of the curve, it uses five. The use of 

five data points along this fitted curve enables use of a fourth order polynomial for 

extrapolation, which gives a much more accurate estimate of the value of the concentration 

from step to step, providing a concentration profile that has a greater ability to accurately 

represent the data. There are other forms of the Runge-Kutta method that utilize a quadratic 

polynomial fit to three points to define the curve, however the fourth order version provides 
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greater precision and is more commonly used. Fortunately, the numerical integration 

techniques are often built into high level data processing software, like MATLAB[22], so it has 

become much easier to integrate systems of ODEs in an automated fashion. 

2.2.4 Nonlinear Optimization 

 When formulating a kinetic model fitting algorithm, some necessary values may be 

unknown. For example, the rate constants for the reactions are typically unknown for different 

reaction systems. If the rate constants used are incorrect, the model will produce concentration 

profiles that do not accurately portray the data. This will, in turn, produce an estimated set of 

spectra that does not accurately complement the original experimental data. 

 In order to alleviate this problem, techniques are available to optimize experimental 

parameters that may not be exactly known at the beginning of the model fitting process. One 

such optimization method is the Newton-Gauss-Levenberg-Marquardt (NGLM) algorithm[20, 

21]. This method uses the set of residuals, R, calculated in Equation 2-3 as a basis for 

comparison when optimizing adjustable parameters. The algorithm adjusts the initial value of 

the parameters iteratively, using the new value to recalculate a set of estimated spectra from 

the rate law equations and ODEs. As the estimated spectra get closer to the actual measured 

values, the values in R will get smaller. The sum of squares of the residual matrix, ssq, decreases 

with the values in R, and is used to gauge the fit of the model. 

 First, all of the parameters being optimized, such as the reaction rate constants, must 

have an initial guess value. After these values are selected, the guessed parameters are used in 

the first integration of the ODEs used to describe the rate laws. Once this is done, concentration 
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profiles are constructed and then used to calculate an estimated set of spectra via the 

numerical integration method discussed in the previous section. The residual matrix is then 

calculated and then used to determine the ssq value that represents the fit of the model.  
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(2-11) 

Ideally, the ssq value should be as close to the error attributed to the measurement as 

possible. For example, if the measurement error of a system is 0.01 absorbance units, then an 

ideal value of ssq should be as close to 0.01 as possible, assuming the measurement errors are 

normally distributed and uncorrelated. 

 Initially, a vector p contains all of the initial guess values for the parameters that are 

being optimized by the algorithm. The decrease in the values of R is due to small changes that 

are made to these parameters. These changes to p are contained within the shift vector, ɲp. 

Unfortunately, it is not inherently obvious how changes to each element of p will affect R. 

Utilization of the Taylor series expansion, however, can provide guidance as to the value and 

magnitude of the elements in ɲp. A crude approximation for the new matrix R can be calculated 

by summing the previous value with the derivative of R with respect to each parameter as 

shown in Equation 2-12. 
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(2-12) 

 The resulting equation is linear, and in an ideal situation the primary interest is in finding 

the exact quantities contained in the vector ɲp that will create a perfect match between the 
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estimated and measured spectra. If an exact solution is found, then in the absence of 

experimental error, the ideal value of R(p0+ ɲǇ) is zero. Assuming ɲp will give this result, the 

term R(p0+ ɲǇ) can be set to zero and the equation can be rearranged. 
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(2-13) 

 In realistic situations, when the value of p is close to the actual solution, the values of 

R(p0+ ɲǇ) will be small enough that successive approximate estimates of ɲǇ will converge to 

the actual solution. The method of finite differences can be used to estimate the partial 

derivative of R with respect to each parameter in p. ¢Ƙƛǎ ǘŜŎƘƴƛǉǳŜ ǳǎŜǎ ŀ ǎƘƛŦǘ ɲpi to adjust an 

individual element i of p to calculate ɲR, where the change will be due only to the parameter 

being adjusted. The difference between the new value of R and the old is taken and divided by 

the shift value, thus giving an approximation of the change in R as a function of the parameter 

pi, shown in Equation 2-14. 
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(2-14) 

In the limit as ɲǇ approaches zero, the approximation in Equation 2-14 becomes very good. The 

magnitude of the shift, ɲpi, must be chosen to be as small as possible without incurring 

substantial round-off errors inherent in floating point calculations carried out on a computer. 

The output of the finite difference method is individual matrices, each detailing the change in 

the elements of the residual matrix as a function of the individual parameters, pi. The matrices 
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attributed to each parameter are then assembled into a three dimensional matrix. A data cube 

such as this is computationally demanding for a computer and is not ideal to work with. 

 To solve this problem, the new matrices containing the partial derivative information for 

the residuals are vectorised. Each column of the matrix is stacked one on top of the other in 

order to create a single vector. The new vectors associated with the partial derivatives for each 

adjustable parameter are then arranged side by side into a matrix called the Jacobian matrix, J, 

where each column vector of the matrix contains the numerical estimate of the derivative for 

each parameter.  

 pJpr 0 D-=)(
 

(2-15) 

The information is now in a form that can be solved in a least squares manner.  

 )( 0prJp
+-=D

 
(2-16) 

 These shift vectors are added to the original values of the parameters in p, and replace 

the previous values. These new parameters are then used to reintegrate the ODEs and build 

new concentration profiles. The new concentration profiles are then used to calculate a new set 

of estimated spectra that are in turn used to calculate a new value of ssq that is lower than the 

previous value.  

 This process is repeated iteratively until ssq reaches the desired level of convergence. As 

the residuals in R get smaller, the value of ssq will decrease as well, and as the adjusted 

parameters get closer to their optimum values, ssq will change less with each iteration. Once 

the magnitude of the difference between the new and old ssq values fall below a certain 



 
 

25 
 

threshold, the ssq can be assumed to remain constant and the algorithm will end. When the 

algorithm ends, the outputs are the new values of the parameters, optimized to provide the 

best possible fit for the measured data using the equations provided by the model. 

 Unfortunately, problems can arise when the initial estimates are poor. In some cases, 

the value of ssq begins to diverge due to innaccuracies in the initial approximations of the 

parameters during the Taylor expansion. These poor estimates may lead to incorrect 

derivations in the change in R with respect to the parameters, producing residuals that are 

worse than before. To deal with this problem, Marquardt proposed the addition of a new term 

called the Marquardt parameter, mp. When the NGLM algorithm mentioned previously reaches 

a point where the ssq value begins to increase instead of decrease, an mp term is added to the 

diagonal of what is known as the Hessian matrix. The Hessian matrix is equal to the product of 

the Jacobian matrix and its transpose, which is represented within the pseudo-inverse of the 

Jacobian shown in Equation 2-16. Since, the Hessian matrix has a direct effect on the size of the 

shift vector, multiplying the Hessian by the scalar value mp has the ability to significantly 

increase or decrease the value of ɲp. If the value of the parameter was not at the optimum 

value, then this change should result in a decrease in the residuals. The size of mp is iteratively 

increased by a factor of ten as long as the value of ssq remains larger than the last value prior to 

its divergence. Once ssq decreases past the previous value at which ssq diverged, mp is 

iteratively decreased at set intervals until it reaches a value of zero. Once mp is set to zero 

again, the algorithm continues to adjust parameters in the same manner as before. The NGLM 

process is visually represented by a flow chart in Figure 6. 
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Figure 6. Newton-Gauss-Levenberg-Marquardt (NGLM) algorithm. The algorithm ends when difference in 
ssq and ssqold passes a specified threshold. It is very unlikely the two will ever be exactly equal. 

 

2.2.5 Complete Kinetic Model 

 For the sake of understanding the modeling process, an example will be presented here 

to assist in tying these processes together. Knowledge of the reaction mechanism is necessary 

for building an accurate kinetic model. If the stoichiometry of the reaction is incorrect or all of 

the components are not considered, then the rates described by the ODEs may not be able to 

fully describe the spectra. Consider the following reaction mechanism for a two-step reaction: 

 CBA 1½½+
k

 

(2-17) 

 D2C 2½½
k

 

(2-18) 
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From these mechanisms, two rate law equations can be established, one for each reaction 

process that takes place in the system. 

 [A][B]11 kr =

 
(2-19) 

 
2

22 [C]kr =

 

(2-20) 

Now that the rate laws have been established, the ODEs can be specified for each of the 

components present in the reaction system. These ODEs describe the rates of change in the 

concentration of each component as a function of time. 
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The rate terms, rn, are either positive or negative depending on whether that 

component is being produced or consumed, respectively. For instance, the species C is a 

product in the first reaction and, therefore, the rate of formation is described as a positive 

value, r1. However, C is a reactant in the second reaction and is therefore described by a 

negative rate of consumption, -r2. The sum of the contributions from the rate laws describe the 

total change in the concentration of the species C as a function of time, as shown in the ODEs in 

Equations 2-21 through 2-23. 
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At this point, the reaction rate equations needed for the kinetic model are present. In 

order to use these equations, certain values must be ascertained. Initial concentrations for each 

of the reaction components and the reaction rate constants are necessary to construct the 

concentration profiles. The reaction rate constants are very likely unknown values, and must be 

optimized through the kinetic model fitting. In order for the the model fitting process to begin, 

initial guesses for these rate constants must be made. 

Using these initial values for the concentration and rate constants, the concentration 

profiles can be constructed defining the concentrations of each species as a function of time. 

Using these concentration profiles and the measured set of spectra, the pure component 

spectra for each of the observable components can be calculated through the restatement and 

rearrangement of the Beers-Lambert Law. 

 YCACAY
+=Ý=  (2-24) 

When the product of the matrices C, containing the concentration profiles, and A, 

containing the pure component spectra is calculated, it creates the matrix of estimated spectra, 

Ycalc. The difference between the matrix containing the measured spectra, Y, and the matrix of 

estimated spectra is used to then calculate the matrix of residuals, R. 

 
calcYYCAYR -=-=  (2-25) 

 From here, the sum of squares of the residuals is calculated, and is used to establish 

how well the model fits the data. Using the residual matrix R and the value of ssq, changes are 

made iteratively to the nonlinear parameters using Equations 2-12 through 2-16, calculating a 
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shift vector that decreases the residuals and, in turn, ssq. As the residuals get smaller, ssq will 

begin to converge. Once the difference between the newly calculated ssq and the previous one 

has passed a certain threshold, the algorithm ends. At the end of the NGLM algorithm, these 

newly optimized parameters are used to calculate a set of estimated spectra that accurately 

mimic the measured spectra. 

  



 
 

3. Kine tic Modeling of Dissolution, Reaction, and 
Crystallization Processes in the Synthesis of 
Acetylsalicylic Acid  
 

Abstract: 
 

Kinetic modeling of batch reactions has been shown to be a helpful method for 

developing a complete understanding of a reaction system along with providing a useful 

method for on-line batch process monitoring. Much work has been done to demonstrate the 

ability to model dissolution, reaction and crystallization processes separately, however little has 

been done in terms of combining all of these into an all-inclusive kinetic model system. The goal 

of this work is to demonstrate the integration of dissolution and crystallization processes into a 

kinetic model to accurately predict concentration profiles and spectroscopic measurements in 

slurries. The model system selected for this work was an acetylsalicylic acid synthesis reaction, 

a relatively well known and well understood reaction. Presented here is a successful kinetic 

model for the dissolution of salicylic acid, the reaction of salicylic acid with acetic anhydride to 

form acetylsalicylic acid, and the subsequent crystallization of the product where crystallization 

was driven by a cooling process and the model incorporated solubility as a function of 

temperature. 

3.1. Introduction 
 

 The development of kinetic models for use in modeling and monitoring of batch 

reaction processes has been an active area of research in the last decade [1, 27, 31]. Modeling 
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of reaction systems is helpful for acquiring a complete understanding of a production process 

and has demonstrated its usefulness in providing new methods with which to monitor large 

scale batch reactions[32]. Monitoring of reactions in this manner has both safety and financial 

ōŜƴŜŦƛǘǎΦ CƻǊ ƛƴǎǘŀƴŎŜΣ ƛŦ ŀ ƳƛǎǘŀƪŜ ƛǎ ŎŀǳƎƘǘ ŘǳŜ ǘƻ ŀƴ ŜǊǊƻǊ ǘƘŀǘ ǿŀǎ ŦƻǳƴŘ ŘǳŜ ǘƻ ǘƘŜ ǎȅǎǘŜƳΩǎ 

inability to fit within the acceptable limits of the model, corrections may be able to be made in 

order to save the batch and prevent a waste of materials and time. 

 Much work has been done in order to model reactions and reaction processes. 

Modeling of reactions, dissolutions, and crystallization processes have been a frequent area of 

study [12, 15, 17, 33] , and each has become a well understood process. However, usefulness in 

a practical setting is limited due to the fact that little work has been done to combine these 

methods into one cohesive model. Although modeling each of these processes separately 

provides a great deal of information, a model that incorporates each of them simultaneously 

would provide information for the complete model system all at once. 

 Presented here is a method for characterizing the dissolution, reaction, and subsequent 

crystallization of an acetylsalicylic acid synthesis, all within a single kinetic model system. 

 

3.2. Theory 
 

 Under certain limiting assumptions (described later), kinetic models have the ability to 

accurately predict absorbance and concentration profiles for all components of a reaction 

system as a function of time. In order to do this, a mathematical model should be fit to a set of 
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measured spectra for the system. An excellent tutorial is provided by Puxty [6] for the process 

of fitting kinetic models, so only a summary will be provided here. 

 

3.2.1 Beer-Lambert Law 
 

 The calculations used to determine the predicted absorbance at a given moment are 

based on a simple restatement of the Beer-Lambert law as a linear combination of the terms 

across multiple times and wavelengths for a number of species present in the reaction mixture: 

 

 RCAY +=  (3-1) 

where Y is an m × n matrix containing the measured spectra as a function of time and 

wavelength, C is an m × k matrix containing the concentration profiles across m times for each 

of some number, k, of absorbing species present in the system, A is a k × n matrix containing 

the absorptivity profiles of each species as a function of n wavelengths, and R is the m × n 

matrix of residuals which represent random measurement error. In the most common form of 

Beers law, there are separate terms for molar absorptivity and pathlength[28], however, in this 

case, both terms are combined into the term A, due to the relative consistency of the 

pathlength. 

 The product of the matrices C and A provide the estimate for the mixture spectra in the 

process as they evolve over time which are used to fit the model system. In order to establish 

how well the model fits the measured spectra, the sum of the squares of the residual matrix is 

calculated. 
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 ä=
2

ijrssq  (3-2) 

 

3.2.2 Constructing Concentration Profiles 
 

 The construction of accurate concentration profiles is the foundation for an accurate 

kinetic model system. The concentration profiles are produced by numerical integration of a 

system of ordinary differential equations (ODEs) to calculate the changes in concentration for 

each species present in the system as a function of time. In order to do this, there must be an 

understanding of the reaction mechanisms that take place in the system. For example, consider 

a simple second order reaction: 

 

 
B2A 2A½½½

k
 (3-3) 

where k2A is the reaction rate constant. Using this mechanism, a set of ODEs can be 

constructed. 

 2

2A A][2
d

d[A]
k

t
-=  (3-4) 

 2

2A A][
d

d[B]
k

t
=  (3-5) 
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For such a simple system, the ODEs can easily be integrated to calculate the concentration at 

any given moment in time. However, for most multi-step reaction systems it becomes 

impossible to integrate the ODEs directly, so a numerical integration process must be used. 

 The classical Runge-Kutta method [34] of numerical integration is used in this work. This 

method has proven to be faster and more accurate than other numerical integration 

ǘŜŎƘƴƛǉǳŜǎ ƛƴŎƭǳŘƛƴƎ 9ǳƭŜǊΩǎ ƳŜǘƘƻŘ ŀƴŘ ǘƘŜ ǎŜŎƻƴŘ ƻǊŘŜǊ ǾŜǊǎƛƻƴ ƻŦ ǘƘŜ Runge-Kutta 

technique. 

 These numerical integration techniques are frequently built into high level data 

processing software packages, but still require the system of ODEs to be constructed 

beforehand. The actual method for ODE construction is based on the rate law equations 

determined from the reaction mechanisms. For instance, in the two step reaction: 

 

 
CBA 1½½+

k
 (3-6) 

 
D2C 2½½

k
 (3-7) 

a rate law equation can be made for each of the two reactions. 

 

 [A][B]11 kr =  (3-8) 

 2

22 [C]kr =  (3-9) 

The differential equations that are associated with each species present in the reaction can 

then be derived. The sign of the rates calculated in Equations 3-8 and 3-9 are dependent on 
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whether the material in question is consumed or produced, and the sum of these values can be 

used to directly calculate the total rate of change for each material. 

 

 
1

[B][A]
r

dt

d

dt

d
-==  (3-10) 
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[C]
rr

dt

d
-=  (3-11) 

 
2

[D]
r

dt

d
=  (3-12) 

 

 Using these differential equations and a numerical integration method, it is 

straightforward to calculate the concentration profiles for each of the components of the 

reaction mixture. The remaining information that is required is the initial concentrations of 

each species present and the reaction rate constants for each reaction. In this work the initial 

concentrations are known, but the rate constants are not known. In order to determine these 

values, a nonlinear optimization routine is used. 

 

3.2.3 Newton-Gauss-Levenberg-Marquardt Algorithm 
 

 The Newton Gauss Levenberg Marquardt (NGLM) algorithm [20, 21] is used here to 

optimize unknown parameters, specifically the reaction rate constants. These constants will 

vary with different experimental conditions because they are influenced by external conditions, 
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such as temperature. An optimization technique such as NGLM is useful for finding accurate 

estimations of these parameters that best describe the measured data. 

 In order to calculate the concentration profiles, there must first be a set of initial 

guesses for all of the parameters that are to be optimized. Using this first estimate of the 

concentration profiles, a set of estimated spectra are calculated. 

 

 YCACAY
+=Ý=  (3-13) 

 

  The difference in the estimated and measured spectra create the matrix of residuals 

that are then used to calculate ssq. The optimization algorithm proceeds iteratively, calculating 

shifts in the initial parameters resulting in a decrease in the residuals and, in turn, a decrease in 

ssq. The first term in a truncated Taylor series expansion [6, 30] is used to calculate a shift in 

each of the nonlinear parameters that will decrease the residuals, coinciding with a set of 

estimated spectra that better represent the original measured spectra with each iteration of 

the algorithm. The adjusted parameters are then used to calculate a new set of concentration 

profiles.  This process of minimizing residuals by calculating shift vectors continues until ssq 

converges to a minimum value and the process ends. Eventually, the residuals will approach 

their minimum value, and ssq will change very little across iterations of the algorithm. When 

the difference between the newly calculated ssq and the old ssq, passes a certain threshold, the 

algorithm ends. In this work, the convergence was complete when the difference was less than 

1×10-4. 
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3.3. Experimental 
 

 The model system chosen for this work was an acetylsalicylic acid synthesis reaction, 

including the dissolution of the solid reactant salicylic acid (SA), the reaction of SA in the 

solution with acetic anhydride (AA) to form the products acetylsalicylic acid (ASA) and acetic 

acid (HA), and the subsequent crystallization of the product. This reaction was chosen due to 

the fact that it is a well-known and well-understood reaction. It was also ideal for the modeling 

in this work in that dissolution, reaction, and crystallization processes occur under appropriate 

conditions within one relatively short experimental period. 

 

3.3.1 Equipment 

 

All experiments were run in a custom 50 mL computer controlled reactor system made 

in-house at East Carolina University including a heated oil jacket. Heated silicone oil was 

pumped through the jacket and a 20 W hastalloy auxiliary heating coil with a proportional-

integral-derivative (PID) controller was used to maintain specified temperatures inside the 

reactor vessel. All of these were controlled using an HEL Inc. automateϰ system operating 

under the HEL WinISO software package. The reactor lid contained openings for a UV/Vis 

submersible attenuated total reflectance (ATR) probe, the PID heating coil, a hastalloy 

temperature probe connected to the temperature control software, and tubing connected to 

an automatic syringe pump used to inject liquid reagents into the system. The syringe pump 

was also controlled by the WinIso software. 
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All UV/Vis measurements were taken using a tec5USA multi-channel spectrophotometer 

(Plainview, NY) with a resolution of 3 nm in the 190-1100 nm regions, using a fiber-optic 

submersible Hellma probe with a three-bounce sapphire ATR crystal. Data was collected using 

the MultiSpec Pro software designed by tec5USA. 

Validation of the kinetic modeling results was performed using an off-line HPLC system. 

The measurements were performed using an Agilent Zorbax Eclipse C-18 (25 cm x 4.6 mm, 5 

m˃) column at 40°C, with an injection volume of 15 ˃L and a flow rate of 1 mL/min. The mobile 

phase was a 60:40 water (adjusted with 1% v/v acetic acid) and methanol mixture. 

  

3.3.2 Method 
 

 A 20 mL aliquot of AA (Fisher Scientific) and a 0.2 mL aliquot of phosphoric acid catalyst 

(Fisher Scientific) was added to the reactor and then heated to 55° C. The oil jacket was 

maintained at 55° C by a Julabo heater/chiller. Approximately 9.5 g of SA (Fisher Scientific) was 

then added to the solution and allowed to undergo dissolution. During this period both 

dissolution and reaction took place simultaneously. Due to the abundance of AA present in the 

solution, the product ASA underwent a second reaction to form the side product  acetylsalicylic 

anhydride (ASAA) [35-37]. After 60 minutes, an addition of 4 mL of water was delivered by the 

computer controlled syringe pump at a rate of 1 mL/min to destroy the anhydrous side product 

and the remaining AA. The side product reacted with water to reform the product ASA along 

with HA. At this point, the solution was supersaturated with ASA and unseeded nucleation and 

crystallization occurred stochastically. Once the solution reached equilibrium, the reactor was 

cooled at a rate of -1.5°C/min until the reactor reached 5°C. The computer controlled system 
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maintained a constant temperature drop of -1.5° C between the jacket and reaction mixture 

during the linear cooling ramp. This cooling section of the experiment was added in order to 

demonstrate the robustness of the model across varying temperatures and to demonstrate the 

ability to include temperature induced crystallization into the comprehensive kinetic model. An 

example for the spectra taken in this experiment is provided in Figures 7 and 8.  

 

 

Figure 7. ATR UV/Vis absorbance as a function of time and wavelength. 

 

3.3.3 Reaction Rate Laws 
 

 As mentioned previously, building a kinetic model starts with establishing a set of ODEs 

used to construct the concentration profiles for each of the species in the reaction. In order to 

do this with accuracy, the reaction mechanisms must be known and a set of rate law equations 

must be established. Four reaction mechanisms were considered in the kinetic model for this 
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experiment. In the first step of the experiment, SA was added to the solution. As ASA formed, it 

proceeded to react a second time with AA to form the side product ASAA. 

 

 
HAASAAA  SA 1 +½½+

k
 (3-14) 

 HAASAAAA  ASA 2 +½½+
k

 (3-15) 

After the addition of water, the system undergoes another set of reactions which convert the 

side product to ASA and consume the excess AA. 

 

Figure 8. ATR UV/Vis spectra of the ASA reaction from 260 to 370 nm shown plotted as a function of time. 
Spectra begin with the addition of solid SA to the reactor. The SA simultaneously dissolves and reacts to 
form ASA which then reacts again to form side product, ASAA. At approximately 70 minutes water is 
pumped into the reactor, resulting in a large drop in absorbance due to the destruction of ASAA. At 
approximately 77 minutes crystallization occurs, resulting in a second drop in absorbance. At 130 minutes, 
cooling begins. 

 

Addition of water 

Crystallization 

Begin cooling 



 
 

41 
 

 HAASAOHASAA 3
2 +½½+

k
 (3-16) 

 HA2OHAA 4
2 ½½+

k
 (3-17) 

The mechanisms are then converted into a series of rate law equations for use in determining 

the ODEs. 

 [SA][AA]11 kr =  (3-18) 

 [ASA][AA]22 kr =  (3-19) 

 O]ASAA][H[ 233 kr =  (3-20) 

 O][AA][H 244 kr =  (3-21) 

In order to construct a comprehensive model, rate law equations for the dissolution and 

crystallization processes must also be included. 

 

3.3.4 Dissolution and Crystallization Rate Laws 
 

 Modeling dissolution and crystal growth rate processes are slightly different than 

modeling reactions. Detailed models have been developed to provide accurate descriptions for 

the rates of dissolution and crystallization.   
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3.3.4.1 Crystal Growth 

 The rate of crystal growth[14, 38], rg, can be described by Equation 3-22. 

 g

satr

vs

css

g CC
d

kM
r )(

3
-

F

F
= h  

(3-22) 

The terms ʊs ŀƴŘ ʊv are the surface and volumetric shape factors, respectively, for the solid 

particles, Ms is the molecular weight of the solid, ds ƛǎ ǘƘŜ ŘŜƴǎƛǘȅ ƻŦ ǘƘŜ ǎƻƭƛŘΣ ʹr is the 

effectiveness factor[39], and kc is the crystallization rate constant. The term C is representative  

of the instantaneous concentration of the solute and the term Csat is the concentration of the 

solute in a saturated solution. 

In our work, we assumed that most of these variables do not undergo an appreciable 

change during the course of the experiment, so the rate laws can be condensed into a simpler 

form[40]. 

 

 c

satcc CCkr )(' -=  (3-23) 

 

The term rc represents the crystallization rate. In crystallization, the driving force is determined 

by the degree of supersaturation. 

 Replacing the terms C and Csat with the concentrations of ASA in the synthesis reaction, 

the appropriate rate law equations are created that can be used for the construction of the 

ODEs specific to this batch process. 
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 c

satcc kr )]ASA[]ASA([' -=    (3-24) 

 

3.3.4.2 Dissolution 

 The rate of dissolution[41, 42], rd, is very similar to the rate of crystal growth shown in 

Equation 3-22. 

 
 )(

2
CC

d

kM
r sat

s

ds
d -=  

(3-25) 

The term kd is the dissolution rate constant. Unlike the rate of crystal growth, the rate of 

dissolution is dependent on the degree of undersaturation. Similarly, this rate law can be 

simplified. 

 d

satdd CCkr )(' -=  (3-26) 

 

When the terms C and Csat are replaced with the concentrations of SA, the appropriate rate law 

equation for the construction of the ODEs is formed. 

 

 
d

satdd kr SA])[SA]([' -=  (3-27) 
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3.3.5 Building the ODEs 
 

From these rate law equations, the system of ODEs can be established for each 

component of the reaction system. 
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Each of the r terms are representative of the rates previously established by the rate laws 

shown in Equations 3-18 through 3-21. The sign of r indicates whether the species is being 

consumed or produced in that reaction step. The term f is the flow rate of water into the 

system, and V is the total volume of solution. 

 The term dV/dt represents the change in volume as a function of time. We assumed 

volumes were additive in this model and include terms to account for volume changes due to 

the addition of water, dissolution of solid SA, crystallization of ASA, and changes in the partial 

molar volume of each reactant and product. As the reaction proceeds and water is added to the 

system, the total volume of the solution increases, causing a dilution of each of the 

components, in turn, resulting in a decrease in the concentration. The total change in volume 

was calculated based on the partial molar volumes for each component[43]. The total volume 

of the solution is the sum of the partial molar volumes in the solution: 
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nntot vnvnvnV +++= 32211  (3-28) 

where n is the number of moles of a species, and v is the partial molar volume of that species in 

mL/mol. When n is replaced by a vector ri containing the rates of change of the concentration 

for a species i, the change in volume as a function of time can be calculated: 

 

 )( ,ä= jii
i rVv

dt

dV
 (3-29) 

 

where V is the total volume of solution in mL. As an example, the change in total volume 

attributed to SA includes dissolution, rd (a net volume increase), and its consumption, r1 (a net 

volume decrease). 

 

 )]([ 1SA rrVv
dt

dV
d

SA -=  (3-30) 

 

When the sum of these is taken for all species, as demonstrated in equation 3-31, the rate of 

change of the total solution volume can be calculated. 
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3.3.6 Temperature Calibration 

 

 A calibration experiment was performed to determine the temperature dependent 

solubility curve for ASA in order to properly model !{!Ωǎ rate of crystallization. The calibration 

experiment was conducted in-situ using a reaction slurry mixture at various temperature 

intervals. This test was an extension of the experiment detailed in Section 3.3.2. 

 After cooling a reaction mixture to 5°C (278 K), the temperature was raised in seven 

intervals of 5°C to a final temperature of 50°C (323 K).  The well-stirred slurry containing 

precipitated ASA was allowed to reach equilibrium for 10 minutes at the end of each heating 

step. The establishment of equilibrium was verified by observing a constant UV/Vis absorbance 

at the ASA absorption maximum of 283 nm. At each interval, the concentration of ASA in the 

solution phase was calculated mathematically using the measured UV/Vis ATR spectra and its 

pure component spectrum. Changes in the ATR absorbance of the pure component spectra 

over the temperature range of 5° C to 50° C was less than 2% and deemed negligible for the 

purpose of constructing the ASA solubility curve. The resulting calibration curve and equation is 

shown in Figure 9. 
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Figure 7. ASA quadratic solubility curve from 5° C to 50° C. 

 

3.4. Results 
 

 Using the ODEs and the NGLM non-linear optimization method, concentration profiles 

were constructed for all spectroscopically active species present in the reaction mixture. In 

these experiments the set of spectroscopically active species included SA, ASA, and the side 

product, ASAA as shown in Figure 10. Only the spectroscopically active species in this 

wavelength range can be modeled directly from the data using this method. Attempting to 

directly model more than these will result in a rank deficient matrix inverse during the model 

fitting process[44]. In this experiment, the rank of the pure component concentration matrix, C, 

and pure component spectral matrix, A, (see Equation 3-1) is three due to the fact that the 

mixture spectra directly change in relation to three compounds, i.e. the compounds active in 

the UV/Vis range. From this information, the concentration profiles of the remaining 
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spectroscopically inactive species (AA, HA, H2O) can be indirectly calculated from the principles 

of mass balance, resulting in the concentration profile shown in Figure 11. 

 Using the set of spectroscopically active concentration profiles, an estimate of the 

process absorbance spectra can be directly computed. A side-by-side comparison of a set of 

measured and estimated UV/Vis spectra can be seen in Figure 12. 

 

Figure 8. Concentration profiles for the spectroscopically active species constructed by the ODEs and 
optimized by the NGLM method. 
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Figure 9. Concentration profiles for all species present in the reaction mixture. Solid SA is added at the 
onset of the experiment, reacting immediately with the AA that is present, resulting in the formation of 
product and side product. At approximately 70 minutes, water is added to the system, eliminating the side 
product and consuming the excess AA. At approximately 78 minutes, the crystallization event occurs, 
followed by a decrease in temperature at 130 minutes. 

 

 The concentration profiles of each species follow a predictable trend as SA 

dissolves and is consumed to form the products and side products. During the addition of 

water at 70 minutes, the side product and remaining AA is rapidly consumed to form ASA 

and HA. A small peak can be observed in the concentration profiles of HA and ASA at 

approximately 75 minutes prior to the onset of precipitation. At the time when the 

reactants AA and ASAA have been completely consumed, water is still being added to the 

reaction mixture by the syringe pump. This results in a dilution effect as the total volume 

of the solution mixture continues to increase while the number of moles of each species 
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remains constant. The decrease in concentration stops when the pump is turned off at 

approximately 76 minutes. 

 

Figure 10. Figure 12a shows the absorption profiles from the measured spectra and 12b shows the 
estimated absorption profiles predicted by the model. 

 

The modeled spectra show good agreement with the measured spectra, with an ssq 

value of 0.9541. However there are some apparent visual discrepancies between the two 

figures. In particular, in Figure 12a there is a small but noticeable drift (increase) in absorbance 

between 30 and 70 minutes and again on the plateau between 75 and 77 minutes. It is believed 

that this phenomenon is due the weak adsorption of analyte on the surface of the ATR crystal, 

because it only takes place during periods of supersaturation. This type of phenomenon was 

regularly observed in this work, and has been reported by others using UV/Vis ATR sampling 

methods similar to the one used here under supersaturated conditions [33].  

 A better visual representation of the model fit is shown in Figure 13. The spectral profile 

isolated was at 283 nm, the location of the peak maximum for the spectral band of the product 

and near the maximum of the side product. The circles in the figure represent the measured 

spectra while the line represents the modeled spectra. The estimated spectra give a very close 

a) b) 
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approximation to the measured spectra, with the primary deviations being attributed to the 

supersaturation adsorption phenomena mentioned previously.  

 

Figure 11. Measured (cirlces) and estimated (line) spectral profiles for the reaction at 283 nm: the location 
of the peak maximum for ASA and the side product. 

 The results from the non-linear optimization are shown in Table 1. The unknown values 

in this work consisted primarily of reaction rate constants. The value k1 is the constant for the 

reaction of SA with AA to form the product, k2 is for the reaction of the product to form side 

product, kw1 is the constant for the reaction of the excess AA with water, kw2 is the constant for 

the reaction of the side product with water to re-form the product, kd is the dissolution rate 

constant for SA in the solution, and kc is the crystallization rate constant for ASA. The saturation 

concentration of SA in the reaction mixture was also unknown and could not be readily 

calculated since the experiments were performed in a neat solution and would dissolve and 

react immediately; so, this value was also optimized. 








































































