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Kinetic models have been demonstrated to be useful idio@ batch monitoring
systems. The ability to monit@r reaction in real time is invaluable to the production process of
industrial and pharmaceutical productdowever, it is not a commonly used technique, due to
some of its limitations. Currently, a great deal of work has been done showing the ability of a
kinetic model to accurately estimate the spectral profiles and concentrations of reaction
systems as a function of time. Some models have even demonstrated the tec@napikty D
model the transitions of analgs during dissolution and crystallizatiprocessesbut little has
been done to combine all of these processes into a flexible, robust modeling system that

incorporates all of these processes simultaneously.

The goal of this work three-fold: (1) to demonstrate the ability of arletic model to
cohesively model dissolution, reaction, and crystallization proceg2gasccurately predict the
spectral and concentration information produced by the reaction system, @ndo accurately

model an actual industrial slurry reactioising these same methods.

For first part of this work, an acetylsalicylic acid synthesis model systsohosen.

This synthesis reaction contains all of the processes necessary to produce a cohesive mode



includingdissolution of the satylic acid reactansimultaneous reaction of the reactants to
form the product and side products, asdbsequent crystallizatioand precipitationof the
product. This workvasperformed using ATRV/Vis measurements to modehanges in the
solution phase of the reaction mixture and utilzelPLC measurements for validation of the

results.

The second part of this wortksedthe same techniques seen in part one adended
them to a complex industrial slurry model system. Thigiea of the workwasperformed
using NIR reflectance measurements to model the changes in the solid phase of the reaction

mixture. This portion also udeHPLC measurements for validation purposes.

The work done within these two sections demonstisiiee ability of the kinetic model

to operate in both in the solid and liquid state and using multiple spectroscopic methods.
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1. Introduction

Noteson the organization of this thesisChapter 1 provides a basic introduction to the

research material and Chapter 2 provides theory and background for the techniques that were
used in this work. Chapters 3 and 4 are manuscripts for publication detailing the results of this
work. Sncethese chapterare presented in the fan of a research article manuscript, much of
the information in Chapters 1 and 2 of this thesis will be repeated in the early portions of
Chapters 3 and 4, albeit in less det@hapter 4 was written in collaboration with another

author, Chun HsielThe adhor of this work wrote the Introduction and Theory sections of
Chapter 4 and Section 4.3.4. The authbthis thesigperformed the Partial Least Squares
Regressiomodelingwhich wasused to confirm the viability of modeling a commercial slurry
system, Bown in Section 4.3.4. The kinetic modeling results shown in Chapter 4 are from the

work of Chun Hsieh and Dr. Paul Gemperline.

In an industrial setting, it is necessary to have a complete understanding of every
reaction process that takes place in a guation facility. Optimizing a reaction in order to save
on the cost of materials and establishing safety gumaliin order to protect employeseand
facilities area couple othe reasons that this knowledge is needdtistakes in production can
be very costly, and the use of preventative measures can be very beneficial to a manufacturing
processAn activearaz T NBa S| NOK Ay @2t 3Sa (GKS RS@OSt 2LIYSy
have the ability to mathematically explain all of the crucial processes that are taking place

within a particular reaction system. These models are supplemented by the use of



spectroscopic measurement techniquibst can bebe usedo monitor a reaction in an
industrial settingn real time Thisdt 6 I NBOKOU A 2y Y 2 yusdiuRaNdcynbé usddams @S NEB

a preventative measure for mistakes in the manufacturing prddegs.

At the moment, kinetic modeling in industry is not the noi@urrently Partal Least
Squares (PLS) regression modeling is the most frequently used form of modeling industrial
reactiongl, 3-5]. PLS$s very goodat monitoring specific reaction protocadmdthe techniqueis
be very robust but, these types of modelsan be very reaction specific aade notalways
good at adjusting to chang@sthe reactionformulation or changes in th@roduction method.
To build a PLS model, a large number of datasets from very similar experiments are assembled
andused as a model for how the system should behave. However, if the original protocol is
significantly changedhen anew PLS modehay need tdoe constructedn orderto fit the new
experimental protocolThe PLS model may not always adequately predict the outcome of a
reaction if a significant change has been made to the reaction components. For instance,
customerrequestedchanges in @roductformulationsimilar to one already in production with
an already viabl®LSnodelmay invalidatehe ability of thePLSnodel to predict accurate
concentrations. Building a new model foddferent formulation can beincredibly time
consuming ananay not be consideretinanciallybeneficid. The form of kinetic modeling
presentedin this workcan bemore adaptable, irthat it has the ability teaccommodate
changes to the experimentarotocol and make adjustments to the modeled spectra and

concentration profiles without having to reconstruct tleatire model.



Thedevelopment of kinetic modelsiay bebeneficialto industryin a number of ways
all of which will help to eliminate the sbof mistakes, anchaysave the company time,

materials, and money.

1.1 Formulation of Kinetic Models

It is clear that thedevelopment of kinetic modelsay berelevant to industry and useful
for developing a complete understanding of a particulaation systemThe ease of
construction of kinetic modelgreatly depends on the number of processes that have to be
characterized in order to establish an accurate madedalso depend®n the complexity of
the reaction at hand. The modeling of a simple first order reaction can be relatively simple,
whereasmodelinga more complex reaction with multiple steps and side prodwets be quite
challenging. However, asrig as the system follows elementary reaction principles, i.e. there is
a one to one transfer of molecules from reactant to product, a kinetic model can be\lién
supplementedwith the use of spectroscopic measurements, concentration profiles for each
component of a reaction mixturean be predicted along with theure component spectra of

the spectroscopically active componef@s)].

These modeal can be built using a variety of spectroscopic methods including
ultraviolet/visible (UV/Vis), near infrared (NIR), and aimffared (MidIR]10, 11]. The
application of a kinetic model to a reaction system must be based on some form of
measurement that can be directly related back to the concentrations of the reaction

components. This is very true in the caseigifit absorption spectroscopy in that, generally, the



magnitudeof an absorption signal is directly proportional to the concentmatof a light

FoA2NDAY I aLISOASa-Ldmbe@BMRAY I (2 GKS . SSNDa

The mathematical rate laws necessary for fotating the models are constructed from
a set of reaction mechanisms known for the experiment in question. For instance, if it is known
that a compounda !, éombines with another compound ., t form a productda / then the
rate law equation can be edgiconstructed, as will be demonstrated later. These rate laws are
excellent at predicting changes in concentration as a function of time, assuming that all initial
concentrations and reaction rate constants are known. However, oftentimes during the
develgpment stages of the modgthese values are not known and must be determinesihg
measured spectroscopicdata A Ay 3 . SSNRa fF ¢ FyR || O2YO0AYIl (A2
concentration profiles made from thete laws and the measured spectroscopic data from the
experiment itself, the unknowns can be accurately predicted. When these unknowns are placed
back into the rate law equations, they should be able to accurately predict the spectroscopic
data. Thisprocda Aa GSNXYSR al1AYySGAO Y2RSt FAGGAY3IE |y

law equations used in the model are appropriate for the system.

1.2 Modeling Reaction Processes

Kinetic model fitting can be used to describe many different chemical processes,
only reaction§l2-19]. Anyrate law thatdefines the changes in the concentration of a
substancecan be applied to a kinetic modé&lor example, rate lawsan be written that have
the ability to define changes in concentratidne to dissolution and crystallization of materials

within the systemWhen thesecrystallization and dissolutiorate laws are assembled in



conjunction with the eaction ratelaws, the changes in the concentration over tifoe a
compound within the system can be accurately predictedthis way, kinetic modeling is a very

versatile technique that can be applied to almost any reaction system.

These models also fia the ability to accurately distinguish between several
spectroscopically active components and even predict the concentration profiles of reaction
components that cannot be seen by a spectrometdhin the active wavelength rang&his is
based orthe changes in the specttthat correlatewith the changes in the concentrations as a
function of time It is from this information thathe model has the power to elucidate the pure
component spectra for edwcof the spectroscopically active compounds in the reagtion
regardless of spectroscopic visibilifijne concentration profiles for all of th&pectroscopically
invisible componentsf the reaction can béndirectlydetermined based on thprinciple of
mass balance when the reaction mechanisms are knprgniselyandare accurately

represented by theate lawequationspreviously established.

In order to make theseonnections to the spectra, however, systewf ordinary
differential equations must be used to specify the rates of change of each of these components
as a function of time based on tlestimatedrate constants and the concentration of each
component at any given momenthe predicted concentratioprofiles and theneasured
spectra are then used to calculate the pure component spectra for the data. The pure
component spectra contain the absorption information for each ofspectroscopically visible
species present in the reaction systefile pure component spectra along with the
concentration profiles can then be used to calculate a set of estimated absorbance dpectra

the reaction mixture as a function of tirfi§. A residuals matrix is then calculated from the

5



difference of the measured spectra and the estimated spectra and caisdxtto evaluate the

goodness of fifor the kinetic model

Thequality of the fit can be affected by numerous things including rate constants, initial
concentrations, incorrect rate law functions, changes in volusn@ther problemseither in the
building of the model or in the experimentatotocol itself To eliminate the effects of some of
these problems, methods have been developed in order to optimize specific variables. For
instance, it is unlikely that the reaction rate constants for all of the pieces of a particular
reaction system a known exactly when trying to first establish a kineticTlie best way to
RSGSNNX¥AYS GKS GiNHzS: OFfdzS 2F GKSasS NI OGS O2ya
evaluates the fit of the model after an initial guess of these values. The optimilt then
proceed through aiterative, systematic process to slightly alter the rate constant values that
were initially specified until the goodness of fit is maxim[2€d21]. It is easy t@ecognizethat
performingall ofthese calculationsvould be impossibldor a person to do quickly. To alleviate

this, optimization tools are often built into high level data processing software, like

MATLAR2]. This makes the process of establishing a fit a much sirppbeess

1.3 Challenges

Some reaction systems are more complex than others and present new challenges
depending on themethodsof measurementHaving the ability to detect all forms of the
compounds that are present is not always possiklpecially when working wiin
incompatiblespectroscopic methodrhis incompatibility could be due to wavelength aegior

the state of matter of the analytbeing measured



Certain methods of spectroscopy are limited in their ability to take measurements of
specific media. For instance, Attenuated Total Reflectance (ATR) methods require the sample to
be flush with thesurface of an ATR crystal. An ATR measurement camespignd to light
absorbing substances ansample thaare within a certaindistancefrom its surface. The
distance is dependent on the refractive index of the media surding the crystabnd the
operating wavelength of the spectrometeas will be explained in more detail lat@his short
distance is indicative of the limitations in taking measurements of some sanipiesxample,
solidssuspended in solutianThesize and shapef a solid particleloes notallow the sample to
be close enough to the crystal for a consistent measurenagtiit a submersiblgorobein the
UV/Vis range, as is used in this W@ 24]. The opposite problem is present in a reflectance
method of spectroscopyMeasurements taken using thischniqueare made usindight that is
emitted froma sourcethat will hit a sample and then be reflected back to a detef26}.
However the transmittance of light through a homogeneous liquid medium does not easily
allow for thereflection andreturn of the emitted light to the detector. Becaustle light
returns to the detector, the measurements mabg theinstrumentmay not provide enough
information to make quantitative judgmenttn many situationsdiffusereflectancebased

spectroscopic instruments are best suited to working with swiaterials.

Recognizing these limitatiomscrucial when deciding what type of instrument to use
when performing an experiment. In this work, one of the primary reaction mixtures being used
isa slurry. A slurry is a mixture thatontains a suspensioaf solid particles of a matel in a
liquid solvent.These types of mixtures are beneficial in industry because the product typically

only needs to be dried before retrievdhe solhent used in the slurrynayeven be reused no



reactions with the solvent took place. When performing a slurry reactoviable choice for
spectroscopic measurements is NIR reflectance. When usingraersibldiber optic probe in
a dense slury, the suspended solid particles provide an excellent backgrounetfiection.
With a good source of reflectiobpth the liquid solvent and the solidaticles present in the
mixture have the aldity to absorb theincidentlight with only confounding light losdue to

scattering.

Despite being an acceptable system for reflectance measuremiestmn bestill difficult
to monitor exactly what is going on in this kind of reantmixture, which is why having a
kinetic model is beneficial. In the slurry mixture used in this work, the solid particles suspended
in the solvent are slightly soluble in that solvent. When $sleeondreactant is pumped into the
mixture, the dissolvedqrtion of the solid reacts to form a product that is lomgersoluble in
the solvent, causing to precipitate. This causes the equilibrium to shift, allowing more of the
original solid reaction material to dissolve and react until penped in reactanhas been
totally consumed. In order to mathematicaligpresentthis reaction system, a model must be
built for all of these processes. The dissolution of the solid reactant particles, the reaction of the
dissolved particles with the second reactant, and the nucleation and crystallization of the
product all must be modeled in order to accurately predict the concentration profiles of these
components at any given moment during the experiment. It is for thisagedhat a simpler
reaction model system was chosen in order to demonstrate the ability to model all of these
phenomena separately before extending the kinetic model to the comgllexy system that

incorporates all of them simultaneously.



1.4 Experimentf Interest

Initially, the goal of the work described here was to develop atkirmodel for an
industrial slurry reaction developed by DuPont Crop Protectidmhich the final productcts
as an herbicide. The process used to make thisyebohvolves the dissolution of a solid form
reactant, the reaction of that dissolved material with a second reactant that was pumped into
the system, and the subsequent precipitation and crystallization of product. Up until this point,
muchwork has been done to model these individual processiieaction, dissolution, and
crystallizationseparately. One of the goals of this work is to build a model that has the ability to

characterize all of these processes together in onénallsive model.

The route used to develop the model for this system involved the use of akweln
and well understood model system that incorporated all of the same processes as the slurry
reaction. The synthesis of acetylsalicylic acid (asgias)been extensivelywdied11, 14, 26,
27] and providesall of the necessary elements for the modeling of this systEime. initial
addition of solid salicylic acid dissolves in a solvent, acetic anhydride, and then proceeds to
react to form the product, acetylsalicylic acid. Once the prodhast formed, it will precipitate.
These processes are shared by the slurry reaction, with only difference being that the slurry
reaction has all of these phenomena taking place simultaneously, whereas the synthesis of
aspirin has a separate crystallizatistep. Despite this difference, the aspirin synthesis model

provides an excellereaxamplefor the capabilities okinetic modeling



2. Theory

Developing a kinetic model requires the full understanding of a nurabprocesses.
This include®iavingknowledge of the spectroscopiechniquesused tomeasurethe reaction
mixture, the formation of reaction mechanisms and rate laws, the creation of ordinary
differential equations, the numerical integration methoded to integrate these differential
equations, and the optimation algorithm used irthe model fitting. Together, these processes

make up the groundwork dfinetic model fitting.

2.1 Spectroscopic Methods

2.1.1 ATR UV/Vis

Attenuated Total Reflectand@dTR) UltravioleVisible (UV/Vis) spectroscopytiie first
of the two spectroscopic methods used in this wadgk//Vis spectroscopy operates in the 180
700 nm wavelength range, and is a commonly used tool in industrial and research
measurement28]. When combimed with an ATRrobe, it has the unique ability of only taking
a measurement o very thin layer of the sample in direct contact with the Afébe24]. A
submersibleghree bounce ATR UV/Miillustrated in Figure The light emitted from the

source reflects off each surface of the crystal before returning to the detector



Figure 1. Diagram of a three bounce ATR UV/Vis probe

Each surface of the crystal is designedititize the concept ofrotal Internal Reflection
where theincident light from the source strikes the crystal surface at an angle such that
completeinternalreflection is ackeved (Figure 2) Whenthe incidentlight strikes a surface at
an angle that is greater thain K S & O N, tha light Will conypBtENSréflect off of the
surface with none escaping into the surrounding mediulinthe angleof incidencewere
smaller than the critical angle, the light would pass through the boundary surface and into the
media. hese probes are specifically designed so titagach surface of the crystal, the angle of

incidence of thdight beamis greater than the critical angle.

ATRsample measurementstilizean evanescent fielthat crosses over the boundary

created by the crystal surfa@nd dips into the surrounding media, as showirrigure 2.
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Figure 2. When thebeam strikes the crystal surface at an angle greabamn the critical angle, the beam is
reflected. When the beam is reflected it also forms an evanescent field that reaches into the surrounding
media where some wavelengthmaybe absorbed.

When this evanescent field crosses over the crystal surfacanddia immediately
surrounding the crystal has the ability to absdhle light intensity in the same way as any
transmissiorspectroscopic techniquén UV/Vis spectroscopy, specivavelengths ofight
have the ability to excite electrongithin atomic orbitals or molecular orbitate different
energy levelsDifferent orbitals exhibit characteristic energy levels thegult in theexcitaion
of electrons at different wavelengths as light is absorlbds resulting in the spectral

variancesseen indifferent molecules

One of the unique things about ATR measurements in the UWaAiglengthrange is
that the evanescentield does not extendar past the surface of the crystal. The depth of
penetration of this field is dependent on both the wavelength of ligih refractive index of

the surrounding medigand the refractive index of the crystdh the Near Ifrared and Mid

12



Infrared wavelength ranges, the evanescent field can extend into the sampling media about
2,500 nmto 30,000 nm, respectively. However, in the UVMNisge, the field can only reach

about 70 nm into the surrounding media. Whemrkingwithin this smallrange, it becomes

almost impossible toneasure anyolid form thatis present in thesurrounding medif24]. This
technique is used primarily to determine the contents of a solution plaskrect conatact

with the probe.Concentrations of solid phase materials in the sample cannot be measured
explicitly, but can be indirectly calculatddsing a system of rate laws and differential

equations, the concentrations of the spectroscopically active species in the solution can be used
to indirectly calculate the concentrations of the nastive speciessuch aghe solid particles

using theprinciple of mass balanc&his will be explained in more detail later.

2.1.2 NIR Reflectance

TheNear Infraredspectroscopic regiofNIR) refers to the wavelength rangetween
700 and 2500 nnmiNIRspectroscopys becoming a more commonly used techniguéndustry
for many reasondNot only is the instrumentation relatively affordable, but it is easy to use and
maintain, and little to no sample pretreatment is necessary if using the correct tools. Alongside
modern data processing techniques, NIR speciopy can be as powerful a tool as MRl and

UV/Visspectroscopf29].

In this work NIRspectroscopic measurements are madeaidiffuse reflectance
sampling modeThissamplingmethod measures the intensity of light that reflects off of the
surface of a sample. Unlike ATR UV/Vis, this technique is bie=d $or taking measurements
of solid samples. Although NIR wavelengths have the ability to be absorbed by liquid samples

no reflected light can be returned to the detectahen no reflective surface is prese#tsolid
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sample provides an excellent backdrop for these kinds of measurements, as the solid particles

provide a surface for #light to reflect off of. This is shown in more detaiFigure 3.

Incident Detector

Specular
Light

Reflecta nce

Diffuse
Reflectance

Figure 3. Diffuse reflectance spectroscopy. A beam of light is shined onto a solid sample. This beam then
scatters off of the surface of the sample and retutoghe detector.

Reflectance measurements, however, do have limitations when working with solid
media. When the incident light strikes the surface of the sample, the vaayigtgsof the light
waves entering and exitingdividualsolid particlesan result inthe scattering of light off of the
samplesurface in multiple directions. Thésattering of light can result in the loss of signal,
givingan inaccurategeading Some scattered light will return tilhve detector, but oftentimes
the light scatters awafrom the probeand is not measuredif extensive, the loss of signal due
to scattering can result in the indity to accurately characterize the sample being measured,
making light scattering one of the largest challenges involved with NIR diffuse reflectance

measurementsUse of an integrating sphere in the sample chamber can be used to capture

14



light scatteredn all directions; however, such a sampling device is not suited for online

measurements with fiber optic probes.

Regardless of this fact, diffuse reflectance methmgteainsomeof the bestfor taking
measurements of solid particles aade also ideal foworking in dense slurry mixtureSincea
densesuspersionof solid particles in a slurrig presentin the experiments studied in this

thesis it canprovide an excellent backdrop for reflectance measurements.

2.2 Kinetic Modeling

2.2.1 BeersLambert Law

In order to relate the absorption measurements to the actual concentrations of the

solution being sampled, the Beetambert law is usd@8].

y =&l (2-1)

In this form of the equationy is the spectroscopic absorbandds the molar absorptivity of the
solute(L-mof*-cni?), cis the concentration of the solutgnol-L*), andl representsthe
pathlength(cm). This equation is also applicable to mixtures of multiple chemical species, and
can be represented as a lineamabination of the concentrations, absorptivites, and
pathlengthsfor n speciesas shown in Equation-2. Because the pathlength for all species will

remain the same, the absorptivity, and pathlengthl, arecombined into a single terna,.
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Yy=Ca, +Ca, +2 +Ca, (2-2)

The values of anda can also be represented across multiple wavelengths and times and can
be replaced in the equation above with vectors representing the concentration for each species
as a function of time and each sdrptivity as a function of wavelength. Because this equation
can be represented as a linear combination of multiple species, the equation can be

represented immatrix form.

Y =CA+R (2-3)

The symbalY, represents then x n absorbance matrix for the data séfjs an m x k matrix
containing the concentrations d&fspecies present in the mixtuecrossam intervals of time

also known as the concentration profilandA is ak x n matrix containing the pure component
spectraacrossn wavelengthdor each of the speci¢g]. In kinetic modeling, Wwen themodeled
CandAterms are multiplied they create an estimated form of the matfitesignated a¥;q0
The differencébetween thesematricesY and Yo produces a matrix of residualR, The
residual matrixs later used taestablish thegoodness of fit fothe kinetic modelA visual form

of this equation is shown iRigure 4.
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Figure 4. lllustration of the BeersLambert law. The ternYis the spectroscopic data as a function of time and
wavelength,Ccontains the concentration profiles of the spectroscopically active speciesAarmhtains the pure
component spectra for each of the spectroscopically active species. TheRésrthe natrix of residuals based on
the difference of the measured and estimated spectra.

2.2.2 Rate Laws and Ordinary Differential Equations

In order tofit a kinetic model to a matrinf time-dependent spectroscopic
measurementsthe first thing that must be done is to buidncentration profile depicting the
changes over time of the concentrations of all temponentsin the reaction mixturgs]. The
concentration profiles themselves are constructed from a system of ordinary differential
equations (ODEshat define the rate of chang®r the concentration of each species as a
function of time.To make these OB the rate laws for each chemical process must first be
defined. Knowledge of each of these processes is necessary for building an accurate kinetic
model that yields an estimated set of spectra that matches the spectraatiganeasured

experimentally.

In order to determine the rate law equations and ODEs necessadeferminationof
the concentrationfor any species at any given mometite components and reaction

mechanisms must be knownFor example, in a simple second order reaction syseeneaction
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mechanism can beritten displaying all of the reactants and products for a particular reaction

along with the reaction rate constant.

2-4
2A 1/2115%- B (2-4)
The mechanism shows that two equivalents of a species A react to fprodact B. This
mechanism is then used to define the rate law for this particular reaction.

r =K,,[A] (2-5)

From the rate law, the ODEs for each of the reaction components can be established.

% =2k, [A]® =-2r (2-6)
@ =k [A]” = @7)
dt

These differential equations are then integratas function of timen order to calculate the

concentratiors for A and B aanymoment in time.t.

[A] - [A] 0 (2'8)
1+ 2[A] k,ut
81 =81, A 1A (2-9)
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2.2.3 Numerical Integration

Unfortunately, for many mulistep reactions, it is impossible to directly integrate the
ODEs and compute the concentrations for eachhefrieaction speciessing standard formulaic
approachesdue to the higher order of the reactiaand multiple stepsin order to integrate

the ODEs, a numerical integration method must be used.

Numerical integration methosl havethe ability tocomputea close approximation of the
concentration as it changes oviime based on a techniquiaitially describecby 9 dzf S NI &
method. This is done by taking a single concentration of a species at & timmel, calculating
the rate of change of the concentration from the ODEs and then estimating the concentration

at anewtime, t,, where:

n T nDt (2'10)

The accuracy of this estimation depends greatly onstep sizent, used to move through the
data,and the rate of change in the concentration at tmbment. If the curvature of the
function is great, then a smallstep sizas necessary to captutbe changesn the curve. For
instance, fithe rate ofchange is great while thetep sizds large, therthe shape of the
concentration curve will not be accurately captured, angreat deal of descriptivi@formation
will be lost leading to inaccuracies in the concentration profildswever, if the ratef change
is great and thestep sizas small, therthe shape of the curve will be estimated with a greater
deal of accuracy, providing a concentration profile that is faithful to the actual experimental

changesn concentration9 dzf S NI & illysatedvasirallyih Bigire 5.
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processes workbut is not able tonake accurate predictions for more complex problefs
numerical integration method that is more commonly used is the classical Rugge method
TheclassicaRungeY dzi G YSUK2R ¢2NJ a Ay YdzORO.oTKeS &l YS 4
primary differences that it is a fourth ader integration methodmeaning that instead of using
two data pointsof distancent to establishan extrapolation of the curveit uses fiveThe use of
five data points along thiitted curveenables use of a fourth order polynomial for
extrapdation, whichgives a much more accurate estimatetioé value of theconcentration
from step to step providing a concentration profile that has a greater abilitatcurately
represent the dataThere are other forms of the Rungfatta method that utilze aquadratic

polynomialfit to three points to define the curve, however the fourth order version provides
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greater precision and is more commonly usEdrtunately,the numerical integration
techniques are often built into high level data processingwsafe, like MATLARZ], so it has

become much easier to integrate systems of ODEs iautomated fashion

2.2.4 Nonlinear Optimization

Whenformulating a kinetic model fitting algorithm, sonmecessaryalues may be
unknown For example, the rate constants for the reactions are typically unknondifferent
reaction systemdf the rate constants used are incorrect, the model will produce concentration
profiles that do not accurately portray the data. This will, in turn, produce an estimated set of

spectra that does nadccuratelycomplemern the original experimental data.

In order to alleviate this problem, techniquase availabldo optimize experimental
parameters that may not be exactly known at the beginninthefmodel fitting process One
suchoptimization methods the NewtorGaus-LevenbergMarquardt (NGLM) algorithf20,

21]. This method uses the set of residudiscalculated in EquatioB-3 as a basis for
comparison when optimizingdjustableparametes. The algorithm adjusts the initial value of
the parametesiteratively, using the new value to recalculate a set of estimatedtspdéiom
the rate law equations and ODEs. As the estimatmtia get closer to the actuateasured
valuesthe values irRwill get smallerThe sum of squaresf the residual matrixssq decreases

with the valuesin R, and isused to gauge the fit of the model.

First,all of theparameters being optimized, such as the reaction rate constamist
have an initial guesglue After thesevaluesare selected, thguessegarameters are used in

the first integration of the ODEs used to describe the rate laWsce this is doneoncentration

21



profilesare constructed and then used to calculate estimated set of spectraia the
numerical integration method discussed in the previous secfidre residual matrix is then

calculated and themised to determinghe ssqvaluethat represents the fit of the model

nt n/

ssg=a a ri,2j (2-11)

i=1 j=1

Ideally, thessqvalue should be as close to the error attributed to the measurement as
possible. For example, if the measurement error of a system isab€drbance unitsthen an
ideal value ossqgshould be as close to 0.0k @ossibleassuming the measurement errors are

normally distributed and uncorrelated

Initially, a vectoip contains all of the initial guess values for the parameters that are
being optimized by the algorithnThedecreasen the values oRisdue tosmall changethat
are madeto these parameters.These changes foare contained within the shift vectopp.
Unfortunately, it is not inherently obvious how changes to each elemeptvafl affectR
Utilization of the Tayr series expansion, however, can provide guidance as to the value and
magnitude of theelementsin pp. A crude approximation for the new matrikcan be calculated
by summing the previous value with the derivativeRokith respect to each parameter as

shown in Equatior2-12.

R(p, +Dp) ° R(p,) +

HR(P,) Dp, + HR(p,) Dp, +3 + HR(p,) Dp,, (2-12)

1 2 np

Theresulting equation is lineaandin an ideal situatiorthe primary interest is in finding

the exactquantities contained in the vectgrp that will create a perfect match between the
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estimated andneasured spectrdf an exact solution is foundhenin the absence of
experimental errorthe ideal value oR(pg+n LJs zeroAssumingnp will give this resultthe

term R(po+ n DL.&an be set to zero and the equation can be rearranged.

HR(P,) Dp, - HR(p,) Dp, - 3 - HR(p,) Do, (2-13)

R(po) °-
HP, HP. HPnp

In realistic situations, when the value pfs close to the actual solution, the values of
R(pot+n Ddvill be small enough that successive approximate estimateslafill convergeto
the actual solutionThe method of finitedifferencescan be used testimatethe partial
derivative ofRwith respect to each parameténp.¢ KA & (1 SOKY A ljpdrSadjustad &
individual element of p to calculatenR, where the change will be due only to the parameter
being adjusted. The difference between the new valu&ahd the old is taken and divided by
the shft value, thus giving an approximation of the chang®&ams a function of the parameter
pi, shown in Equation-24.

UR(po) o R(po + q)|) B R(po)
HB; Dp,

(2-14)

In the limit agn Lapproaches zero, the approximation in Equatiech4becomes very good. The
magnitude @ the shift,np;, must bechosento be as small as possible without imdng
substantial rounebff errors inherent in floating point caltations carried out on a computer.
Theoutput of the finite differen@ method isindividualmatrices, each detailinthe change in

the element of the residual matrix as a function of the individual paramstpt The matrices
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attributed to each parametearethen assembled into a three dimensional matixdatacube

such as thiss computationally demanding for a computer and is not ideal to work with

To solvehis problem, thenew matrices containinghe partial derivativanformation for
the residualsare vectorised Each column of the matrix is stacked onetop of the otherin
order to create asinglevector. Thenewvectors associated with the partial derivatives for each
adjustable parameter are thearranged side by sidato a matrix called the Jacobian matri,
where each column vector of the matigeontains thenumerical estimate of the derivativier

each parameter

r(p,) =-JDp (2-15)
The information is now in a form that can be solved in a least squares manner.

Dp =-J"r(p,) (2-16)

These shift vectorare added to the original values of the parameterg, and replace
the previous valug These new parameters are then useddémtegrate the ODEs and build
new concentration profile. The new concentration profiteare then used tocalculatea new set
of estimatedspectra that aren turn used to calculate a new valwé ssqgthat is lower than the

previous value

This processs repeatedteratively until ssgreaches the desired level of convergenas
the residuals irRget smalley the value oksqwill decrease as well, and as the adjusted
parameters get closer to their optimum valuassgwill changelesswith each iteration Once

the magnitude of the difference between the new and ektjvaluesfall bdow a certain
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threshold, thessqcan beassumed to remain constant and the algorithwill end. When the
algorithm endsthe outputs arethe new values of thgparameters optimized to provide the

best possible fit for the measured data using the equatiomided by the model

Unfortunately, problems can arise whéme initial estimates are poor. In some cases,
the value ofssgbegins to diverge due tmnaccuracies the initial approximatiors of the
parametersduring the Taylor expansioithese poor estnates may lead to incorrect
derivationsin the change irRwith respect to the parametex producing residualhat are
worse than beforeTodeal with this problem, Marquardt proposed the addition of a new term
called the Marquardt parametemp. When the NGLM algorithmentioned previouslyeaches
a point where thessqvalue begins to increase instead of decreasemnarierm is added to the
diagonal of what is known as the Hessian mafrhe Hessian matrix is equalttee product of
the Jaobian matrix and its transpose, which is represented within the psenderse of the
Jacobian shown in Equati@il6. Since,lte Hessian matrix has a direct effect on the size of the
shift vector,multiplyingthe Hessian by the scalar valmp has the ability to significantly
increase or decrease the valuejgd. If the value of the parameter was not at the optimum
value, then this change should result in a decrease in the residualsiZéhefmpisiteratively
increasedy a factor of teras long as the value sggremains largethan the last value priora
its divergence. Oncgesqdecreases past the previowalueat whichssqdiverged mpis
iterativelydecreased at set intervals until it reaches a value of zero. @nas set to zero
again, the algorithm continudge adjust parameters in the same manres before The NGLM

process is visually represented by a flow chart iniféid.
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Guess parameters, py |

Calculate residuals, r(pg)
and the sum of squares, ssq

End;
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Display results
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Calculate shift vector Ap, and
Po = Po + Ap

Figure6. Newton-GaussLevenbergMarquardt (NGLM) algorithnilThe algorithm ends when difference in
ssgandssq,q passes a specified threshold.istvery unlikely the two will ever bexactlyequal.

2.25 Complete Kinetic Model

For the sake of understanding the modeling process, an example will be presented here
to assist in tyinghese processes togetheknowledge othe reaction mechanis is necessary
for buildingan accurateinetic modelIf the stoichiometry of the reaction is incorrect or all of
the components are not considered, then the rates described by the ODEs may not be able to

fully describe the spectr&onsider the followingeaction mechanism for a twetep reaction:

A+BYS C (2-17)

2c1/212- D (2-18)
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From these mechanismiyo rate law equations can be establishezhefor each reaction

process that takes place in the system.
r, =k [A][B] (2-19)

r, =k,[C]? (2-20)

Now that the rate laws have been established, the ODEs can be specified for each of the
components present in the reaction system. These Qi2Beribethe rates of change in the

concentration of each component as a function of time.

dAl_dBl _ (2-21)
dt dt
dc) _ _
el 2r, (2-22)
db] _
il (2-23)

The rateterms, r,,, are either positive or negative depending on whether that
component ibeing produed or consumed, rgectively For instance, the species Cis a
product in the first reaction and, therefore, the rate of formation is described as a positive
value,r;. HoweverCis a reactant in the second reactiand is therefore described by a
negatiwe rateof consumption -r.. The sum of theontributions from therate laws describe the
total change in the concentration of the species C as a function of asiehown in the ODEs in
Equation2-21 through 2-23.
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At this point, the reactionate equations needed for the kinetic model are present.
order to use theeequations, certain values must be ascertained. Initial concentrations for each
of the reaction components and the reaction rate constants are necessary to construct the
concentration profils. The reaction rate constants aseery likelyunknown valuesand must be
optimized through the kinetic model fittindn orderfor the the model fittingprocesso begin

initial guesses for these rate constambsistbe made

Using these initial values ftine concentration and rate constants, the concentration
profilescan be constructed defining the concentrations of each species as a function of time.
Usingtheseconcentration profils and the measured set of speatrthe pure component
spectra for each of the observable components can be calculated through the restatement and

rearrangement of the Beeflsambert Law.

Y=CAY A=C'Y (2-24)

When theproduct of the matrice€, containing theconcentrationprofiles, andA,
containingthe pure component spectra calculatedit createsthe matrix of estimated spectra,
Yealo The difference between the matrix containing the measured spedtrand the matrix of

estimated spectras used to then caldate the matrix of residuald}

R=Y-CA=Y-Y (2-25)

calc

From here, the sum of squares of the residuals is calculated, and is used to establish
how well the model fits the data. Using tihesidual matrixRand the value o§sq changes are

made ieratively to the nonlinear parameters usiggjuations 212 through 216, calculating a
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shift vector that decreases the residuals and, in twsg As the residuals get smallesgy will
begin to converge. Once the difference between the newlgudatedssgand the previous one
has passed a certain threshold, the algorithm emdghe end of the NGLM algorithrthese
newlyoptimized parametersre used tocalculate a set of estimated spectra that accurately

mimic the measured spectra
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3. Kinetic Modeling of Dissolution, Reaction, and
Crystallization Processes in the Synthesis of
Acetylsalicylic Acid

Abstract:

Kinetic modeling of batch reactions has been shown ta belpful methodfor
developnga complete understandingf a reaction system along with providing a useful
method for orline batch process monitoring. Much work has been done to demonstrate the
ability to model dissolution, reaction and crystallization processes separately, however little has
been done in tems of combining all of these into an-aiclusive kinetic model system. The goal
of this workisto demonstrate thentegration of dissolution and crystallization processes ato
kinetic model to accurately predict concentration profiles and&poscopic measurements
slurries The model system selected for this work was an acetylsalicylic acid synthesis reaction,
a relatively well known and well understood reaction. Presented here is a successful kinetic
model for the dissaltion of salicylic acid, the reaction of salicylic acid with acetic anhydride to
form acetylsalicylic acid, and the subsequent crystallization of the product where crystallization
was driven by a cooling process and the model incorporated solubilityuasctidn of

temperature.

3.1. Introduction

The development of kinetic models for usemmdeling and monitoring dbatch

reaction processes has been an active area of research in the last ddc@de31]. Modeling



of reaction systems is helpful for acquiring a complete understanding of a production process

and has denonstrated its usefulness in providing new methods with which to monitor large

scale batch reactioi82]. Monitoring of reactions in this manner has both safety and financial
0SYySTAUaD C2NJ AyaildlryOSz AT | YAadr1S Aa Ol dAK
inability to fit within the acceptable limits of the model, corrections may be ableetonade in

order to save the batch and prevent a waste of materials and time.

Much work has been done in order to model reactions and reaction processes.
Modeling of reactionsgissolutions, and crystallization processes have been a frequent area of
study[12, 15,17, 33] , and each has become a well understood process. However, usefulness in
a practical setting is limited due to the fact that little work has been done to combine these
methods nto one cohesive model. Although modeling each of these processes separately
provides a great deal of information, a model that incorporates each of them simultaneously
would provideinformationfor the complete model systerall at once

Presented heg is a method for characterizing the dissolution, reaction, and subsequent

crystallization of an acetylsalicylic acid synthesis, all within a single kinetic model system.

3.2. Theory

Under certain limiting assumptions (described lat&imetic modelshave the ability to
accurately predict absorbance and concentration profiles for all components of a reaction

system as a function of time. In order to do this, a mathematical model should be fit to a set of
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measured spectra for the system. An elkeet tutorial is provided by Puxiyg] for the process

of fitting kinetic models, so only a summary will be provided here.

3.2.1 BeerLambert Law

The calculations used to deterngirthe predicted absorbancat agiven moment are
based on a simple restatement of the Bdaeambert lawas a linear combination of the terms

across multiple times and wavelengths for a number of species present in the reaction mixture

Y =CA+R (3-1)

whereYis an m x n matrix containing the measured spectra as a function of time and
wavelength Cis an m x k matrix containing the concentration profilescrosam timesfor each
of some numberk, of absorbing species present in the sst, A is ak x n matrix containing
the absorptivity profiles of each species as a function whvelengtts, andRis them xn
matrix of residualsvhich represent random measurement errédn themostcommon form of
Beers law, there are separate terms faplar absorptivity and pathlengf@8], however, in this
case, both terms are combined into the term A, due to the relatwasistencyof the
pathlength.

The product of the matrice€andA providethe estimate for themixture sgectra in the
process as they evolve over time which ased to fit the modebkystem In order to establish
how well the model fits theneasured spectrahe sum of the squares of thresidual matrixs

calculated.
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Sso= & Fj ? (3-2)

3.2.2 Constructing Concenation Profiles

The constructiorof accurateconcentration profilsis the foundation for an accurate
kinetic model system. The concentration profiles preduced by numerical integration af
system of ordinary differential egtions (ODEgbd calculate the changes in concentration for
each species present in the system as a function of time. In order to do this, there must be an
understanding of the reaction mechanisms that take place in the system. For example, consider

a simple second order reaction:

oAV B (3-3)

wherekoa is the reaction rate constant. Using this mechanism, a set of ODEs can be

constructed.
dA] _ ) _
= 2kulAl (3-4)
d[B] _ )
o alAl (3-5)
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Forsucha simple systenthe ODEs can easily be integrated to calculate the concentration at

any given moment in time. However, for most mugdtep reaction systems it becomes

impossible to integrate the ODEs directly, so a numerical integration process must be used.
TheclassicalRungeKutta method[34] of numerical integration issedin this work This

method has proven to b&aster andmore accuratehan othernumerical integration

(@p])

0§SOKYyAljdzSa AyOf dzRAY3I 9dz SNRa YRuagekutta | yR K
technique

These numerical integration techniques are frequently built into high level data
processing software packages, but still require the system of ODEs to be constructed
beforehand. The actual method for ODE construction is basederatie lawequatiors

determinedfrom the reaction mechanisms. For instance, in the two step reaction:

A+BYES- C (3-6)

2cyds- D (3-7)

a rate law equation can be made for each of the two reactions.

r, =k[A][B] (3-8)
r, =k,[C]® (3-9)

The differentialequationsthat are associated with each species present in the reacton

then be derivedThe sign of the rates calculated in EquatiBr&sand3-9 are dependent on
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whether the material in question onsumed or produced, and the sum of these values can be

used to directly calculate the total rate of change for each material.

diA] _dB] _ i
” m r (3-10)
dicl_, . i
m r, - 2r, (3-11)
db] _
el r, (3-12)

Usingthesedifferential equationsand a numerical integration methodt is
straightforwardto calculate the concentration profiles feachof the components of the
reaction mixture The remaining information that is required is the initial concentrations of
eachspecies preserand the reaction rate constants for each reaction. In this work the initial
concentrations are known, but the rate constants are kiwbwn. In order to determine these

values, anonlinearoptimization routine isused

3.2.3 NewtonGaussLevenbergMarquardt Algorithm

The Newton Gaudsevenberg Marquardt (NGLM) algoritf&0, 21] is used here to
optimize unknowrparameters specifically the reaction rate constanifiese constants will

vary withdifferent experimentakconditionsbecause they are influenced by external conditions
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such agemperature.An optimization technique such as NGisvuseful for finding accurate
estimations of these parametethat best describe the measured data

In order tocalculate the concamation profiles there must first be a set of initial
guesses for all of the parameters that are to be optimized. Usiisdirst estimate othe

concentration profilesa set of estimated spectra are calculated

Y=CAY A=C"'Y (3-13)

Thedifference in theestimated and measured spectcaeate the matrix ofesiduals
that arethen used to calculatesq The optimization algorithm proceeds iteragily, calclating
shifts in the initial parameters resulting in a decrease in the residuals and, in turn, a decrease in
ssq Thefirst term in a truncatedlaylor series expansidf, 30] isused tocalculate a shift in
each of the nonlinear parameters that will decrease the residuals, coincidihgaveiet of
estimated spectra that better represettte original measured spectraith each iteration of
the algorithm Theadjustedparametersare then used to calculat® new set of concentratin
profiles Thisprocessof minimizing residuals by calculating shift vectocositinues untilssq
converges to a minimum value and the process ekggntually, the residuals will apgach
their minimum value, andsqgwill change very little across iterations of the algorithm. When
the difference between th@ewly calculatedsgand the oldssq passes a certain threshold, the
algorithm endsln this work, the convergence was completben the difference was less than

1x10%.
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3.3. Experimental

The model system chosen for this work was an acetylsalicylic acid synthesis reaction,
including the dissolutin of thesolidreactant salicylic acid (SA), the reaction ofirsthe
solutionwith acetic anhydride (AA) to form the products acetylsalicylic acid (ASA) and acetic
acid (HA), and the subsequent crystallization of the product. This reaction was chasen du
the fact that it is a welknown and weHlunderstood reactionlt was also ideal fothe modeling
in this workin that dissolution, reaction, and crystallization processesur under appropriate

conditionswithin one relatively short experimental period.

3.3.1 Equipment

All experimenswere run in acustom50 mL computer controlled reactor systamade
in-house at East Carolina Universitgluding a heated oil jacketleated silicor oil was
pumped through thgacketand a20 Whastlloy auxiliaryheating coil with a proportional
integratderivative (PID) controllavasusedto maintain specified temperatures inside the
reactor vessel. All of these wecentrolledusing an HEL Inautomatext systemoperating
underthe HEL WinISO software packagke reactor lid contained openings fatJV/Vis
submersibleattenuated total reflectance (ATRJjobe, the PID heating coll, laastalloy
temperature probe connected to theemperaturecontrol softwae, and tubing connected to
an automatic syringe pump used to injeiciuid reagentsnto the system. The syringe pump

was also controlled by the Winlso software.
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AllUV/Vismeasurementsvere taken using gc5USA multchannel spectrophotometer
(Planview, NY) with a resolution of 3 nm in the 29000 nm regionausinga fiberoptic
submersibleHellmaprobe with athree-bouncesapphireATRecrystal Data was collected using
the MultiSpec Pro software designed by tec5USA.

Validation of thekinetic modding results was performed using an difie HPLC system.
The measurements were performed using an Agilent Zorbax Echp84Z5 cm x 4.6 mm, 5
>m) column at 46C, with an injection volume of T8 and a flow rate of 1 mL/min. The mobile

phase was a 608water (adjusted with 1%/v acetic acidand methanol mixture.

3.3.2 Method

A 20 mL aliquot of AfFisher Scientifignd a 0.2 mL aliquot of phosphoric acid catalyst
(Fsher Scientificjvasadded to the reactor and then heated to 56.The oil jacket was
maintained at 55Cby a Julabo heater/chilleApproximately 9.5 g of Skisher Scientifiajas
then added to the solution and allowed undergodissolution During this period both
dissolution andeactiontook place simultaneously. Due to the abundance of AA present in the
solution, the product ASA underwent a second reaction to form the side prodoetylsalicylic
anhydride(ASAQ) [35-37]. After 60 minutesan addition of 4 mL of water was deliveredtbg
computer controlled syringe pump at a rate of 1 mL/min to destroy the antyslside product
and the remaining AA. The side produeacted with water to reform the productASAalong
with HA. At this point, the solutiowas supersaturated with ASA anchseeded nucleation and
crystallizationoccurred stochastically. Once the solutiseachel equilibrium the reactorwas

cooled at a rate of1.5°C/min until the reactoreachal 5°C.The computer controlled system
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maintained a constant temperature dray -1.5° Cbetween the jacket and reaction mixture
during the linear cooling ram@:his cooling section of the experiment was added in order to
demonstrate the robustness of the modatross varying temperaturesd to demonstrate the
ability to include temperature induced atallization into the comprehensive kinetic modah

example for the spectra taken in this experiment is provideligures/ and8.
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Figure7. ATR UV/Vis absorbance as a function of time and wavelength.

3.3.3 Reaction Rate Laws

As mentionedoreviously building a kinetic model starts with establishing a SeDDEs
used to construct the concentration profiles for each of the species in the reaction. In order to
do this with accuracy, the reaction mechanisms must be known and a set of rate law equations

must be establishedrour reaction mechanismsere considered in the kinetic model for this
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experiment In the first stepof the experiment, SAvasadded to the solution. As ASA foen) it

proceededto react a second time with AA to formetlside producASAA

SA+AA 1. ASA+HA (3-14)

ASA +AA 158 ASAA +HA (3-15)

After the addition of water, the system undergoes another set of reactigmsh converthe

side producto ASAandconsumethe excess AA.

Addition of water

Crystallization
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Figure8. ATR UV/Vis spectra of the ASA reaction from 260 to 370 nm shown plotted as a function of time.
Spectra begin with the addition of solid SA to the reactor. The SA simultaneously dissolves and reacts to
form ASA which then reacts again to foside product, ASAA. At approximately 70 minutes water is
pumped into the reactor, resulting in a large drop in absorbance due to the destruction of ASAA. At
approximately 77 minutes crystallization occurs, resulting in a second drop in absorbance. wiriLges,
cooling begins.
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ASAA + H201/2!'§§- ASA +HA (3-16)

AA + H201/2lf/§- 2HA (3-17)

The mechanisms are then converted into a series of rate law equations for use in determining

the ODEs.
r = k[SAJ[AA] (3-18)

r, = k,[ASA][AA] (3-19)

r, = k[ASAA]H 0] (3-20)

r, = k,JAA]H ,O] (3-21)

In order to construct a comprehensive model, rate law equations for the dissolution and

crystallization processes must also be included.

3.3.4 Dissolution and Crystallization Rate Laws

Modeling dissolution and crystal growth rate processes are slightlyreliffehan
modeling reactions. Detailed models have been developed to provide accurate descriptions for

the rates of dissolution and crystallization.
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3.3.4.1 Crystal Growth
The rate of crystal growfli4, 38], ry, can be described Hyquation 322.

_F Mk (3-22)

=, (C- Cuy)®

S \

g

The termss s Y R are the surface and volumetric shape factors, respectively, for the solid
particles,Msis the molecular weight of the solidsA & G KS RSy aAisite 2F (GKS &2
effectiveness factdB9], andk. is the crystallization rate constant. The tefdis representative
of the instantaneous concentration of the solute and the tefxg is the concentration of the
solute in a saturated solution.

In our work,we assumed thamost of these variables do not undergo an appreciable
change during the course of the experiment, so thte laws can be condensed into a simpler

form[40].

r. =k'. (C- C.)° (3-23)

The termr. represents the crystallization rate. In crystallization, the driving force is determined
by the degree of supersaturation.

Replacing the term€and G, with the concentrations oASA in the synthesis reaction,
the appropriate rate law equations are created that can be used for the construction of the

ODEs specific to this batch process.
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re = k'c ([ASA] - [ASA] sat)C (3-24)

3.3.4.2 Dissolution
The rate of dissolutiof#1, 42], rq, is very similar to the rate of crystal growth shown in

Equation3-22.

—_ 2Ivlskd

(3-25)

(Cear- ©)

sat
s

The termky is the dissolution rate constanitinlike the rate of crystal growth, the rate of
dissolution is dependent otine degree of undersaturatiorSimilarly this rate law can be

simplified.

g = kld (Csat - C)d (3_26)

When the termsCand G, are replaced with the concentrations of SA, the appropriate rate law

equation for the construction of the ODEformed.

ry =K'y ([SAl., - [SAD* (3-27)
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3.3.5Building the ODEs

From these rate law equations, the system of ODEs can be established for each

component of the reaction system.

d[SA] dIASAA] _  dV [ASAA]

solid — _ rd ;
dt dt da Vv
d[SA] _ dV [SA] d[ASA] _ dV [ASA]
— Tl =h-Fh-T- —— =
dt dat Vv dt dat Vv
dAAL . dVIAA] dH,O0l_ . ., ¢[HOl, dV[H,O]
t P2 dt v dt > % dt Vv
dHAL Ly, AVIHA dIASALys _
dt dat Vv dt

Each of the terms are representative of theatespreviously establishetly the rate laws
shown in Equation8-18through 321. The sign of indicates whéher the species is being
consumed or produced in that reactiatep. The termf is the flow rate of water into the
system, and/is the total volume of solution.

The termdV/ dt representsthe change in volume as a function of tinWde assumed
volumes were additive in this model and include terms to account for volume changes due to
the addition of water, dissolution of solid SA, crystallization of ASA, and changes in the partial
molar volumeof each reactant and producAs the reaction proceexdand water is added to the
system, the total volume of the solutiancreasescausing a dilution of each of the
componens, in turn, resulting in a decrease in the concentratibime totalchange in volume
was calculated based on the partial molatumes for each componef#3]. The total volume

of the solution is the sum of the partial molar volumes in the solution:
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Vi =NV, +nV, +3 +n.V, (3-28)

wherenis the number of moles of a species, and the partial molar volume of that species in
mL/mol. Whem is replaced by a véar r; containing the rates of change of the concentration

for a species, the change in volume as a function of time can be calculated:

dV. ..
dat =vv@r,) (3-29)

whereVis the total volume of solutiomm mL As an examplehe change in totatolume
attributed to SA includes dissolutiory (a net volume increasgand its consumptioyr; (a net

volume decease).

dVy, _
dt

VaalV (g - 1,)] (3-30)

When the sum ofhese is takerior all speciesas demonstrated in equatiod31, therate of

change of theotal solutionvolumecan be calculated.

av = dVs, + dVan + dVasa + dViin + dVasaa + dVi0
dt dt dt dt dt dt dt

(3-31)
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3.3.6 Tempeature Calibration

A calibration experiment was performed to determine the temperature dependent
solubility curve for ASA in order to properly modle{ !rd&deof crystallizationThecalibration
experiment was conducted 4situ using a reaction slurmyixture at various temperature

intervals.This test was an extension of the experiment detailed in Section 3.3.2.

After coolingareaction mixture to 8C (278 K}the temperature was raised in seven
intervals of5°C to a final temperature of 3C€ (323X). The weltstirred slurry containing
precipitated ASA was allowed to reach equilibrium for 10 minatebte end of each heating
step. The establishment of equilibrium was verifiedddyserving a constant UV/Vis absorbance
at the ASA absorption manum of 283 nmAt each intervalthe concentrationof ASA in the
solution phasevas calculated mathematically using the measutBdVis ATRpectra andts
pure component spectim. Changes in the ATR absorbance of the pure component spectra
over the temperature range of 5° C ta08 C was less than 280d deemed negligible for the
purpose of constructing the ASA solubility curVkee resulting calibration curve and equation is

shown inFigure9.
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Figure7. ASA quadratic solubgitcurve from 8 C to B° C

3.4. Results

Using the ODEs and the NGLM #ioiear optimization methodgoncentration profiles
were constructed forall spectroscopically activepeciegpresent in the reaction mixturdn
these experiments the set of spectroscopically active species inclbdedSA, and the side
product, ASAAs shown in FigureOl Only the spectroscopically active speciaghis
wavelength rangean be modeled directly from the datesing this methodAttempting to
directlymodel more than tlesewill result in a rankdeficient matrix inverse during the model
fitting proces$44]. In thisexperiment the rankof the pure component concentration matrig,
andpure component spectral matrixd, (see Equation-3) isthree due to the fact that the
mixture spectra directly change in relation to threempounds i.e. the compoundsctive in

the UV/Vis range. From thisformation, the concentrationprofiles of the remaining
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spectroscopically inactive species (AA, HA)ldanbe indirectly calculatedrom the principles
of mass balanceesulting in theconcentration profile shown inigure 11.

Using theset of spectroscopically actiw®ncentration profiles, an estimate of the
processabsorbancespectracan be directly computed. A sid®-side comparison of a set of

measured and estimated UV/V&pectra can be seen Fgure12.
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Figure8. Concentration profiles for the spectroscopically active species constructed by the ODEs and
optimized by the NGLM method.
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Concentration Profiles of All Components
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Figure9. Concentration profiles for all species present in the reaction mixture. Solid SA is added at the
onset of the experiment, reacting immediately with the AA that is present, resulting in the formation of
product and side product. At appkimately 70 minutes, water is added to the system, eliminating the side
product and consuming the excess AA. At approximately 78 minutes, the crystallization event occurs,
followed by a decrease in temperature at 130 minutes.

The concentration profiles of each speciesdulla predictable trend as SA
dissolves and is consumed to form the products and side prodiaiengthe addition of
water at 70 minutes, the side product and remaining i&fapidly consumed to form ASA
and HA A smallpeakcan be observedh the concentration profiles of HAnd AS/Aat
approximately 75 minutegrior to the onset of precipitationAt the time whenthe
reactants AA and ASAA have been completely consumatgr is still being added to the
reaction mixture by the syringe pumphis results in a dilution effect as the total volume

of the solution mixture continues to increase while the number of malesach species
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remains constant. The decrease in concentration stops when the pump is turned off

approximately 76 minutes.

a) b)
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FigurelO. Figurel2a shows the absorption profikefrom the measured spectr and12b shows the
estimated absorptiomprofilespredicted by the model.

The modeled spectrashow good agreement with the measured specingth anssq
value of 0.9541. However there are some apparent visual discresahbeitaveen the two
figures. In particular, in Figudathere is asmall butnoticeabledrift (increasg in absorbance
between30 and 70 minuteand again on th@lateau between 75 and 77 minutel is believed
that this phenomenon is due theeakadsorption of analyte on the surface of the ATR crystal,
becausét only takes place during periods of supersaturation. Type of phenomenorwas
regularlyobservedin this work, anchas been reported by others using UV/Vis A&Rpling

methods similar to the one used hewader supersaturated conditior{83].

A better visual representation of the model fit is shown in FigiBeThe spectral profile
isolated was at 283 nm, the location of the peak maximum for the spectral band of the product
and near the maximum of the side produdthe circles in the figure represent the measured

spectra while the line re@sents the modeled spectrahe estimated spectra give a very close
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approximation to the measured spectra, with the primary deviations being attributed to the

supersaturation adsorption phenomena mentioned previously.

Figurell. Measured (cirlces) and estimated (line) spectral profiles for the reaction at 283 nm: the location
of the peak maximum for ASA and the side product.

The results from the notinear optimization are shown in Tkbl. The unknown values
in this work consisted primarily of reaction rate constants. The Valigethe constant for the
reaction of SA with AA to form the produég,is for the reaction of the product to form side
product, ky is the constant for thegaction of the excess AA with watég,, is the constant for
the reaction of the side product with water to4fferm the product,ky is the dissolution rate
constantfor SA in the solutionandk; is the crystallization rate constafdr ASA The saturation
concentration of SA in the reaction mixture was also unknown and could not be readily
calculated since the experiments were performed in a neat solwimhwould dissolve and

react immediately so, this value was also optimized.
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