The first part of this thesis systematically reviews the trend of researches conducted from 2011 to 2018 in terms of challenges and problems regarding developing a recommendation system, areas of application, proposed methodologies, evaluations criteria used to assess the performance and limitations and drawbacks that require investigation and improvements. The study provides an overview for those who are interested in this field to understand the current and the future research opportunities.

The second part of this thesis proposes a new methodology to consider customer reviews in recommender systems. An essential prerequisite of an effective recommender system is providing helpful information regarding users and items to generate high-quality recommendations. Customer reviews are a rich source of information that can offer insights into the recommender systems. However, dealing with the customer feedback in text format, as unstructured data, is challenging.

Our research includes extraction of the features from customer reviews and use them for similarity evaluation of the users to generate the recommendations. To do so, we have developed a glossary of features for each product category using Latent Dirichlet Allocation. We then employed a deep neural network to extract deep features from the users-attributes matrix to deal with sparsity, ambiguity, and redundancy. Furthermore, we then applied matrix factorization as the collaborative
filtering method to provide recommendations. The experimental results using Amazon dataset demonstrate that our methodology improves the performance of the recommender system by incorporating information from reviews when compared to the baselines.
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Chapter 1

Introduction

We are facing with many decisions to make during our daily life such as what movie to watch, what article or news to read, which clothes to buy, which restaurant or bar to visit, and many other instances [11]. The exponential growth of data and information on the Internet confronts us with information overload. This growth of available data results in a tremendous amount of information that makes it hard for people to make choices between an enormous number of movies, books, web pages, and other products, and poses a challenge to user’s ability to efficiently access required data [12, 79]. Evaluating even a small portion of such data seems to be impractical, increasing the need for automatic recommender systems with the capability of suggesting relevant items as well as new items to the customers and clients [87, 28]. Besides, personalization and customization of recommendations for users and providing suggestions in the ever-increasing information is a crucial and challenging problem for online service providers such as e-learning.

Recommender systems are a branch of information filtering systems that tries to predict users’ preferences for an item and provide personalized suggestions based on this analysis for a particular user. In other words, recommender systems help users to find products or services they need based on analysis of user preferences using client profiles and their similarities or finding products or services that are similar to those
clients who have already expressed interest [3]. Recently, there is an increasing trend in employing this approach to various areas, including music, books, social tags, and wide variety of products. Several e-commerce companies such as Amazon employ recommender systems and relevant tools to enhance the recommendations to their customers with the primary purpose of increasing overall profits [28, 61, 33, 89, 34].

Generating proper recommendations to the users requires information about the users’ characteristics, preferences, and needs [34]. Recommender systems mainly consider the overall rating customer gives to items where latent factor models such as Matrix Factorization (MF) are widely used to predict ratings. However, there are drawbacks for using MF models such as cold-start problem, considering only the customer overall satisfaction, and sparsity. As the literature on the MF methods show, numerous researches are devoted to tackling the weaknesses of MF methods by incorporating side information such as tags [65, 82], visual features [24], and social relations [46, 77].

Social tagging has become popular, along with e-commerce. Social tagging systems are systems that enable users to annotate tags to an item they are visiting or purchasing. This tagging process introduces a keyword describing the users’ opinion on a characteristic of the item or the item as a whole and leads to a folksonomy and forms categories that facilitate developing a recommender system. These types of recommender systems are called tag-aware recommender systems and they face a similar situation as any other recommender systems discussed above. Two recommendation problems arise toward social tagging systems. First is tag recommendation for users to make tagging an item easier. Second is providing actual item recommendations for the customer using previously annotated tags [33]. There are several review papers on recommender systems published in the last few years including [45, 68, 32]. Regarding tag-aware recommender systems, the authors of [87] presented a survey
published in 2011. This thesis reviews researches in this area from 2011 to provide useful insights on the recent studies on tag-aware recommender systems and depicting the future research directions in this field of study.

Additionally, customer reviews are one of the critical resources in developing recommender systems. A written part of the review of a rating includes essential information on what the customer thinks about the product. Consequently, researchers suggest many models that exploit reviews with ratings for improving the recommendations. Some of these models are discussed in [42, 51, 72, 76]. Sentiment analysis is one of the conventional approaches toward the analysis of customer reviews. It is mainly to predict whether the attitude of a piece of text is positive or negative, supported or opposed [83]. Semantic analysis is employed to analyze customer reviews [83, 1, 70] for different objectives such as to measure e-commerce service quality [62]. Some recent studies try to use customer reviews in developing recommender systems. The approaches they utilized include semantic analysis and aspect-based latent factor models [37, 59, 10, 4].

As discussed before, in tag-aware recommender, we basically use a ternary relationship between users-tags-items. In some systems and online resources, clients annotate tags to items while they are rating them, either manually or by the help of the system which recommends tags. For the e-commerce industry, for example Amazon.com, this option is not available. As discussed above, the customer reviews are rich with information about customer opinions on the item they are talking about. The general idea in this research is that we can build a tag-aware type recommender system in which we extract product attributes from the customers’ textual feedback to play the role of the tags.

Sparsity is another major problem in recommender systems, which significantly reduces the performance of recommendation systems, as is evident in the literature.
The problem of sparsity in the rating matrix is sometimes called gray sheep problem, which is peculiar to similarity-based collaborative recommendation systems. The problem arises from the fact that user-item interaction occurs for a tiny percentage of all possible interactions. This minimal interaction rate is because the user only chooses a tiny portion of all the items to interact. In other words, sparsity occurs when there are a vast number of items available, and even the most active user cannot provide feedback for even a small portion of the items [33], which in turn makes some users not similar enough to others to discover their preferences. Hence, we cannot retrieve the proper recommendation list.

As we will discuss later in Section 2, several studies try to deal with the sparsity problem for different recommender systems and contexts, however, none have used a deep neural network for handling the sparsity of the users-attributes matrix extracted from the customer reviews. Deep neural networks can extract deep features from the matrix, which not only solves the sparsity issue but also can alleviate the ambiguity and redundancy in the extracted attributes. In this thesis, we report a systematic review on tag-aware recommender systems as the basic idea of our proposed model is based on this type of recommender systems. We then perform a customer review mining and extract a set of product characteristics that users mentioned in their reviews and use the Latent Dirichlet Allocation (LDA) model along with the association rule mining method to finalize the set of characteristics. We then use the set of attributes to construct the users-attributes matrix. This matrix, however, is very sparse as each user mentions only a few attributes in the review. To deal with this problem, we use a deep neural network that plays an autoencoder role that helps to learn more abstract and latent attributes. Having users-attributes and users-items matrix, we use an MF model to predict ratings and provide recommendations.
1.1 Research Contribution

In this research work, we first report a systematic literature survey on the tag-aware recommender systems as the basis of the proposed approach is this type of recommender systems. In this literature survey, we systematically review the trend of researches conducted from 2011 to 2018 in terms of challenges and problems regarding developing a recommendation system, areas of application, proposed methodologies, evaluation criteria used to assess the performance and limitations and drawbacks that require investigation and improvements.

The second and primary contribution of this thesis is developing a new recommender system that extracts the product attributes from the customer reviews and deal with the sparsity, a significant problem in recommender systems, using a deep neural network that extracts deep features from the users-attributes matrix. The proposed system uses MF for recommendation generation. As the empirical experiment results show, our model outperforms baseline models for most cases.

1.2 Thesis structure

The structure of this thesis is as follows. Chapter 2 presents the systematic literature survey on tag-aware recommender systems. Chapter 3 provides the related work on the use of customer reviews in the recommendation systems. Chapter 4 describes the proposed methodology in detail. Chapter 5 provides the performance analysis of our model using the most extensive public dataset for product reviews, Amazon Reviews dataset. Last but not least, we conclude the current research and discuss future research directions in Chapter 6.
Chapter 2

Systematic Literature Survey

2.1 Introduction

Social tagging has become popular, along with e-commerce. Social tagging systems are systems that enable users to annotate tags to an item they are visiting or purchasing. This tagging process is a keyword describing the user’s opinion on a characteristic of the item or the item as a whole and leads to a folksonomy and forms categories that facilitate developing a recommender system. These types of recommender systems are called tag-aware recommender systems. These systems are facing a similar situation as any other recommender systems discussed above. Two recommendation problems arise toward social tagging systems. First is tag recommendation for users to make tagging an item easier. Second is providing actual item recommendations for the customer using previously annotated tags [33].

Zhang et al. [87] presented a survey on tag-aware recommender systems, which is published in 2011. This thesis reviews the researches in this area from 2011 to provide useful insights into the recent studies on tag-aware recommender systems and depicting the future research directions in this field of study. Therefore, in this thesis, we systematically retrieved and reviewed researches from 2011 to 2018 that studied tag-aware recommender systems.
2.2 Publication Trend

The challenges, drawbacks, and new opportunities that have arisen due to the availability of more data and information have called for studies on developing and implementing tag-aware recommender systems in recent years. Figure 2.1 demonstrates the number of publications that use tags to develop their recommender systems or deal with tag recommendation published between 2011 and 2018. It can be seen that researchers are investigating this problem on a relatively constant level in terms of the number of the publication. We can conclude that tag-aware recommender systems are being investigated and as we see throughout the review, there are challenges and drawbacks to current literature, and we expect to see this relatively constant trend stays on for the new years (if it does not start to grow).
2.3 Systematic Review

As mentioned above, there is a need for a survey on tag-aware recommender systems to review the studies conducted from 2011 so far. The goals of this survey are:

- Identifying problems and challenges regarding the tag-aware recommender systems;
- Identifying algorithms and methodologies employed to tackle these problems and challenges;
- Identifying Areas of application for tag-aware recommender systems
- Identifying evaluation criteria used to evaluate developed recommender systems.

This survey tries to find the answer to the following questions.

- What are the challenges that are mostly being addressed, and which of them has acquired less attention by researchers?
- What areas of application are used more to develop recommender systems and which ones are promising for further studies?
- What are the main criteria for evaluating recommender systems and if there is a need for new criteria?
- What are the future research directions for tag-aware recommender systems?

Through the next sections of this systematic review, we try to answer these questions to reach the goals mentioned earlier.

As the protocol for this survey, first, we searched for publications via scientific search engines and gathered publications as much as possible. The search query used in search engines is as follows.

\[\left((\text{"recommender" \ AND \ "system"}) \ OR \ (\text{"recommendation" \ AND \ "system"})\right) \ AND \ (\text{"tag"})\]

This search query is used for searching in several databases including ACM Digital Library, Applied Science and Technology Full Text, Computing (ProQuest), Gartner, IEEE Xplore, Lynda.com, ProQuest Science, and SpringerLink.
As the second step of the protocol, we applied exclusion criteria to analyze retrieved publications to eliminate irrelevant publications according to [58].

As the third and last step of the question, all remaining publications (after applying exclusion criteria) are studied in depth and the information and data are extracted to answer the main questions of this systematic review. We constructed a detailed table of the information extracted from each selected study. A summarized form of this table is shown in Table 2.1. In the following sections, the results and conclusions are discussed in detail.

2.4 Tags: Opportunities and Challenges

Information about the content and creation of a resource can be conveyed using tags [53], which we can consider as keywords assigned to photos, movies, music tracks, and other products [2]. The purpose of tagging for users is future information retrieval and sharing [49]. Golder et al. [21] identified the characteristics of a resource and what it is about by tags. These tags are often used to represent user’s preferences regarding an item that tags belong to; therefore, a user profile can be developed [75] and a similar profile can be constructed. Typically, there are two types of tags: 1) standardized meta-data which provides standard information, and 2) free-text or user-defined tags written by users which are extremely useful for a recommender system [6, 38]. User-defined tags not only provide ratings on items but also demonstrate user preferences [89]. These free tags are used in various areas of application such as music recommender systems [28], tour recommendation [69], and e-commerce [61].
Table 2.1: Summarized information from reviewed papers

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Application</th>
<th>Methodology</th>
<th>Problem Solved</th>
<th>Using</th>
<th>Limitations for Future Research</th>
<th>Evaluation Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resnik et al.</td>
<td>2016</td>
<td>Images</td>
<td>Generalized association rules</td>
<td>Sparsity</td>
<td>User Generalizations</td>
<td>1) Using tags from social networks and online communities 2) Integration of recommendation mining approach to cope with evolution</td>
<td>(MMR), (BDC)</td>
</tr>
<tr>
<td>Cai et al.</td>
<td>2018</td>
<td>Tourism</td>
<td>Semantic Trajectory pattern mining</td>
<td>Considering spatial and temporal information</td>
<td>User Generalizations</td>
<td>3) Incorporate more semantic datasets 4) Comparison with real world agency recommendations 5) Using dedicated tool 6) Incorporating photos images.</td>
<td>Similarity between user queries and recommended itinerary, computation time</td>
</tr>
<tr>
<td>Sahu</td>
<td>2018</td>
<td>E-commerce</td>
<td>Crop Ocean - Recommender System</td>
<td>Data Sparsity - Cold Start</td>
<td>User Generalizations</td>
<td>7) Generalize among domains using semantic analysis and integrating it with the model.</td>
<td>N/A.</td>
</tr>
<tr>
<td>Zhang et al.</td>
<td>2018</td>
<td>Images</td>
<td>POLYPOPULARITY-RANK</td>
<td>-</td>
<td>User Generalizations</td>
<td>9) Investigating user generated data type and larger ARMs.</td>
<td>Image Popularity</td>
</tr>
<tr>
<td>Elkahsay et al.</td>
<td>2017</td>
<td>Movies</td>
<td>Semantic similarity between users</td>
<td>Sparsity, Cold Start</td>
<td>User Generalizations</td>
<td>11) Investigating user generated data type and larger ARMs.</td>
<td>F1-Measure</td>
</tr>
<tr>
<td>Mehtab et al.</td>
<td>2017</td>
<td>Web and Movie</td>
<td>Heat diffusion algorithms</td>
<td>-</td>
<td>User Generalizations</td>
<td>13) Investigating user generated data type and larger ARMs.</td>
<td>Precision and Recall</td>
</tr>
<tr>
<td>Misra et al.</td>
<td>2017</td>
<td>Food</td>
<td>Matrix Factorization rating</td>
<td>Cold start, boosting of feedback, preference and replicative dynamics, and absence of explicit feedback</td>
<td>User Generalizations</td>
<td>15) Investigating user generated data type and larger ARMs.</td>
<td>N/A and N/R.</td>
</tr>
<tr>
<td>Sun</td>
<td>2017</td>
<td>Tourism</td>
<td>Latent Dirac Net Allocation</td>
<td>Recommending area by area instead of landmark by landmark</td>
<td>User Generalizations</td>
<td>17) Using non-linear schema for scoring functions 2) Using reinforcement learning in addition to provided solution</td>
<td>F1-Measure</td>
</tr>
<tr>
<td>Zhang et al.</td>
<td>2017</td>
<td>Images</td>
<td>Frequency Weights from regression and Folk Popularity Rank</td>
<td>-</td>
<td>User Generalizations</td>
<td>19) Investigating user generated data type and larger ARMs.</td>
<td>Image Popularity</td>
</tr>
<tr>
<td>Rang et al.</td>
<td>2016</td>
<td>Movies</td>
<td>Collective matrix factorization</td>
<td>Sparsity</td>
<td>User Generalizations</td>
<td>21) Using non-linear schema for scoring functions 2) Using reinforcement learning in addition to provided solution</td>
<td>RMSE and NME.</td>
</tr>
<tr>
<td>Zeng et al.</td>
<td>2016</td>
<td>Music Book</td>
<td>Deep neural network</td>
<td>Tagging, similarity metrics</td>
<td>-</td>
<td>25) Using non-linear schema for scoring functions 2) Using reinforcement learning in addition to provided solution</td>
<td>Computation time and precision</td>
</tr>
<tr>
<td>Foxtrot et al.</td>
<td>2015</td>
<td>Music</td>
<td>Song similarity matrices</td>
<td>-</td>
<td>User Generalizations</td>
<td>27) Using non-linear schema for scoring functions 2) Using reinforcement learning in addition to provided solution</td>
<td>RMSE and NME.</td>
</tr>
<tr>
<td>Grese et al.</td>
<td>2015</td>
<td>Food</td>
<td>Matrix Factorization</td>
<td>-</td>
<td>User Generalizations</td>
<td>29) Using non-linear schema for scoring functions 2) Using reinforcement learning in addition to provided solution</td>
<td>N/A and N/R.</td>
</tr>
<tr>
<td>Moskalin and Khayembantu</td>
<td>2015</td>
<td>Web</td>
<td>Frequent tag pattern and external knowledge base</td>
<td>Noisy and unstable data</td>
<td>User Generalizations</td>
<td>31) Using non-linear schema for scoring functions 2) Using reinforcement learning in addition to provided solution</td>
<td>RMSE and NME.</td>
</tr>
<tr>
<td>Tripathy et al.</td>
<td>2015</td>
<td>Web and Movie</td>
<td>POLYPOPULARITY-RANK</td>
<td>-</td>
<td>User Generalizations</td>
<td>33) Using non-linear schema for scoring functions 2) Using reinforcement learning in addition to provided solution</td>
<td>N/A and N/R.</td>
</tr>
<tr>
<td>Guen et al.</td>
<td>2014</td>
<td>Web</td>
<td>Music recommendations</td>
<td>-</td>
<td>User Generalizations</td>
<td>35) Using non-linear schema for scoring functions 2) Using reinforcement learning in addition to provided solution</td>
<td>F1-Measure</td>
</tr>
<tr>
<td>Hong et al.</td>
<td>2014</td>
<td>Images</td>
<td>Clustering and visual similarity</td>
<td>Noise ambiguity</td>
<td>-</td>
<td>37) Using non-linear schema for scoring functions 2) Using reinforcement learning in addition to provided solution</td>
<td>Precision and Recall</td>
</tr>
<tr>
<td>Harshegh et al.</td>
<td>2014</td>
<td>Music</td>
<td>Hybrid (Tag - P2P and Dynamic Weighting)</td>
<td>Tag similarity - Cold Start</td>
<td>-</td>
<td>39) Using non-linear schema for scoring functions 2) Using reinforcement learning in addition to provided solution</td>
<td>F1-Measure</td>
</tr>
<tr>
<td>Huang et al.</td>
<td>2014</td>
<td>Web</td>
<td>Collaborative and content-based filtering</td>
<td>Cold start, sparsity, ambiguity</td>
<td>User Generalizations</td>
<td>41) Using non-linear schema for scoring functions 2) Using reinforcement learning in addition to provided solution</td>
<td>F1-Measure</td>
</tr>
</tbody>
</table>
Social Tagging

Social tagging is the ability of the user to add tags to items. These social tags are used in recommender systems to improve the recommendations to users, which sometimes called tagommenders. The combination of social tagging and recommender systems results in a system that generates automated recommendation while retaining the flexibility of tagging information [63]. Social Annotation Services (SAS), as one of the most successful web2, are significantly developed recently in which users organize, share and retrieve online resources such as resources in Delicious, articles in CiteULike and images and pictures in Flicker. These user-item online interactions resulted in a large amount of annotation data generated by users, and this diffusion of collaborative tagging has attracted investigators’ attention in developing and proposing tag recommendation systems [3, 8, 18, 78, 47].

Tag recommendation is an important part of collaborative tagging systems and a part of tag-aware recommender systems as a whole. Researches in this area try to effectively retrieve the most relevant tags to suggest beforehand [22, 31, 22]. The number of recommendations can be fixed or dynamically change and be optimized. While tags bring many advantages as a flexible and efficient information management approach, tagging is a cumbersome task because they have to be annotated manually by the user. Tag recommendation systems are the solution to facilitate this process by suggesting tags to users [43]. Tag recommender systems should improve the annotation quality as well as decreasing the cost of the annotation process for users. Also, they result in the consolidation of the vocabulary of collaborative tagging systems [15].

In the recent decade, the growth of using mobile devices is exploded, and the use of mobile for social networking and multimedia (e.g., Flicker, YouTube) have
become increasingly popular. The tag-based recommender system is a solution for tag-based multimedia retrieval. In this regard, some investigators have focused on using recommender systems for tag-based multimedia retrieval on mobile devices [27].

**Challenges of Tags**

Tags do not always benefit recommender systems [6]. Tags can be problematic when they are uninformative and more importantly when there are a few numbers of tags available (cold-start) [41]. It is also possible for a tag to form an uncontrolled vocabulary either by expressing the same meaning with different words (car and automobile) which results in redundancy, or polysemy which results in ambiguity (Amazon means both the e-commerce website and the river in Africa) [87].

Sparsity is another major problem in the tag-based recommender system, which significantly reduces the performance of recommendation systems, as is evident in the literature. The problem of sparsity in the rating matrix is sometimes called gray sheep problem, which is peculiar to similarity-based collaborative recommendation systems. The problem arises from the fact that user-item interaction occurs for a tiny percentage of all possible interactions. This low interaction is because the user only chooses a small portion of all the items to interact. In other words, sparsity occurs when there are a considerable number of items available, and even the most active user cannot even rate a portion of the items [33]. These few interactions make some users not similar enough to others to discover their preferences. Hence, proper recommendations cannot be obtained.

Moreover, the user provides a small number of tags when annotating an item. The user-item matrix is the fundamental of similarity analysis, and this sparsity leads to inaccuracy and ineffectiveness of the recommender systems. In this regard, many investigators have focused on dealing with this problem to provide a solution that
mitigates the effect of sparsity [86, 19].

As the next challenge, for a given item, recommender systems try to extract tags that represent the item properly ignoring how favorite the item is. However, after the extraction of the tags, some tags will not be selected while they are semantically related to the corresponding content description [13]. We call this semantic tag annotation problem. Dealing with this problem enhances the performance of the recommender systems. Also, in recommender systems, the evolution of taste and repertoire is a challenge to deal with since in almost every area of application, the taste of the user for purchasing or preferring items changes and evolves as time passes. This preference change usually is captured via individual-based approaches where tags for newly selected items should have more weights in the analysis [30, 88, 54].

A technical issue regarding recommender systems, especially those that deal with social tagging data, is that they are facing a large amount of computation which leads to the scalability problem. Consequently, providing an efficient and faster methodology that can compute a more significant amount of data results in a more efficient and effective recommender system.

Figure 2.2 demonstrates the number of papers that deal with a specific challenge and problem that are reviewed in this survey. It shows that the majority of the studies try to tackle cold-start and sparsity problems and propose a recommender system with better performance. While these problems still can be studied for better recommender systems, other problems require a more thorough investigation.

2.5 Methodologies

In this section, we go over the approaches and methodologies that are used in the literature of tag-aware recommender systems.
2.5.1 Collaborative Filtering

Collaborative filtering (CF) is a popular and widely used method in recommender systems [25]. The core assumption in CF methods is that the users share similar interests in the future to the interest expressed in the past [20]. CF can be classified into memory-based methods and model-based methods [61]. Memory-based methods are then categorized as user-based and item-based methods. In user-based CF, the user’s rating on target is predicted based on the ratings of similar users while in item-based CF the item’s rating is based on the ratings of similar items provided by the user [66].

In this category, collaborative tagging systems are powerful tools in systematically capture user-generated tags where users create items and annotate tags to them to be
shared with other users. Delicious and Movielens are instances in this regard. This way of sharing results in an unstructured knowledge schema known as folksonomy [67, 29, 56]. However, collaborative filtering has its limitations. One of the primary limitations of collaborative filtering is its need for a dense rating matrix which is unrealistic in practice because in most cases, users rate only a few items and a dense rating matrix cannot be obtained. This results in a sparse matrix that has a significant negative effect on CF methods. Also, it suffers from the cold-start problem as well [89].

2.5.2 Content-Based Filtering

The next category is content-based recommendation systems where information regarding an item that is stored in tags is utilized, and the system tries to find an item that has similarity to the item that the user has already liked. This is performed by measuring the similarity between items consumed by the user and other available items. This approach is not always useful. For example, in the case of music recommendation, this leads to a predictable recommendation, which is not desirable [74].

2.5.3 Hybrid and Other Techniques

Various techniques are suggested to deal with tags limitations. In tag-aware recommender systems, we often deal with redundancy in tags. Clustering based methods are used in the literature to deal with tag redundancy. These methods aggregate redundant tags into the same clusters to deal with redundancy. Besides, ambiguity will be alleviated when an ambiguous word is in a cluster [64]. Using tags may lead to predictable recommendations. However, sometimes it is vital for a recommender system to provide a list including unexpected items such as music and video recommenders.
The fusion-based recommender system is another approach in recommendation systems that are used in discovering serendipitous items for users which are unexpected and valuable items. These items can excite users for the first time although he/she would not be able to discover them on his/her own or he/she was not interested in [57]. This approach usually takes the recommendation of both individual-based and collaborative filtering-based into account and provide such results.

Standard social annotation systems can employ different approaches to handle recommendations. These approaches include recency, authority, linkage, popularity, and vector space model. Vector model space is one of the popular approaches which is derived from information retrieval theory. In this schema, we model each user as a vector representing a set of tags which constructs user profile. Similarly, each resource is modeled as a vector. Using similarity calculation techniques such as the Jaccard similarity coefficient and Cosine similarity, a match between a user and a resource can be obtained [78].

Some researches employed nearest neighbor approaches as a strategy for recommendations. For instance, Yuan et al. [81] suggested $k$ nearest neighbors to find the $k$ most similar neighbors for target user or item. Based on these nearest neighbors, a prediction will be recommended, which is obtained by combining the preferences of these neighbors. There are different nearest neighbor methods such as $k_t NN$ and $Rk_u'NN$ that can be employed as well. Geo-tagged items are another issue for tag-aware recommender systems. One of the methods used in dealing with geo-tagged photos is trajectory pattern mining. Cai et al. [9] used this framework to construct people trajectories from geo-tagged photos, generate semantic trajectories associated with contextual environment semantics, and extract previous users’ semantic trajectory patterns. Then, they used an online itinerary recommendation where it verifies the user’s query, searches for related candidate itineraries and sorts and displays them.
2.5.4 AI for Tag-Aware Recommender Systems

Some recent researches employed neural networks and deep learning to deal with problems in tag-aware recommender systems and to tackle the limitations of conventional methods. Deep neural networks show excellent performance in deep features extraction from raw data. They are invariant to various local changes in input data. Having invariant extracted features potentially makes deep neural networks a greater predictive tool [5]. In tag-aware recommender systems, users’ tags may change; however, their preferences are almost invariant. Therefore, abstract and invariant features extracted from the user’s tag can be effectively utilized to predict future user’s preferences [89]. Convolutional neural networks are developed mainly for speech recognition and large scale image classifications. However, they can be useful for developing recommender systems. As an example, this approach is suited for predicting latent factors for music recommendation [74]. This method is used because it allows intermediate features sharing and their hierarchical structure makes it possible to operate on multiple time scales. Researches that incorporate deep convolutional neural networks for recommender systems show that their proposed approach significantly outperforms conventional methods.

2.6 Applications

2.6.1 Music

Music recommendation is one of the widely investigated areas in the recommender systems field. Online services provide not only a vast number of tracks for listeners, but also thousands of radio stations to choose from on a single web site. One of the essential sources of information to build a music recommender system is social tagging, which is the basis for recommender algorithms that works based on tag similarity. As
mentioned before, music recommender systems use music genres and periods tags, mood-based and context-oriented tagging, and band or singer name [30]. This area of application is still complicated because of the sheer variety of styles and genres as well as social and geographical factors, influencing users’ preferences. Having users that prefer particular songs instead of albums makes the problem more sophisticated [74]. This shows the vital importance of the recommender systems to be efficient and accurate enough to satisfy music listeners.

2.6.2 Movies

Movies and TV-series providers take advantage of recommender systems to suggest movies or TV-series to their users. As an example, Kim et al. [33] conducted a series of experiments using the data provided by MovieLens in which a total of 7601 movies, 4009 users and 16,529 distinct tags are available to develop the recommender system.

2.6.3 E-learning

Some studies focus on the application of tag-based recommender systems for E-learning. E-learning environment is drastically growing in terms of available information and sophistication [48]. This emphasizes the importance of personalization in this area, which demands recommender systems to provide suggestions for users [36]. Recommender systems assist learners in finding relevant e-learning materials at the right time with the right content based on the user’s available information and knowledge regarding activities [73]. The authors of [36] considered collaborative tagging systems to enhance the efficiency and effectiveness of traditional recommendation methods in an e-learning environment.
2.6.4 Documents

Further application of recommender systems is the document/article recommendation. To illustrate this, we use MedWorm as an example. MedWorm is a medical RSS feed provider that works as a search engine on the data collected from RSS feeds [52]. Xu et al. [78] used the article repository in the MedWorm system and extracted four types of data, including user, resource, tags, and quads to construct the dataset for social annotation to evaluate their proposed recommender system. The purpose of the work is to recommend articles to users based on their preferences using social annotated tags.

2.6.5 Social Medias

In almost all online social media sharing, such as Flickr and Instagram, users can annotate tags to the photos they upload, and these tags play an essential role in the popularity of the social contents [85]. However, a significant portion of users does not know how to tag their photos, as well as they, do not have enough time to annotate proper tags because it is a time-consuming process. Tag recommender systems help users to tag their photos and increase the chance of enhancing the popularity of their content [84].

2.6.6 Food

Online food suppliers use recommender systems to suggest food to their users using content-based [16] and collaborative filtering [50] methods. This domain is challenging for recommendation due to variety and complexity. First, there are a huge amount of different food items e.g., almost 1000 different vegetables. Second, food items are in a combination of dishes, and rarely a user purchase only a food item. Considering
the variety of food items, the combinatorial problem is exponentially large. More importantly, the users’ preferences regarding food items depend on many factors that need to be taken into account [16]. These issues cannot be addressed by traditional recommendation systems that only offer generic advises increasing a need for efficient recommender systems to deal with them. This area is recently emerging and requires more research and investigation [17].

2.6.7 Tourism

One of the areas that has not taken enough attention by the researchers is itinerary recommender systems that which tries to help in travel planning [80]. They provide suggestions regarding favorite places to visit, travel route, and stay times. In this area of application, using geotagged photos, Cai et al. [9] developed an itinerary recommender system. These geotagged photos reveal the movement and trails of their photo-takers. Considering the fact that geotagged photos are inherently spatiotemporal, sequential, and implicitly containing aspatial semantics, they proposed an itinerary recommender system with semantic trajectory pattern mining from geotagged photos. The output of the system is customized and targeted semantic-level itineraries under the user’s constraints. Sun et al. [69] proposed a framework that utilizes photos shared by the user in online social networks to recommend top-\(k\) tours to the user. The recommendation of tours is area by area instead of landmark by landmark.

2.6.8 Distribution of the Applications

Figure 2.3 illustrates the distribution of the studies focusing on each area of application. As shown in this figure, music, movies, and web recommendation are the hottest areas for implementing recommender systems. This can show that music, movie, and
web resource service providers rely more on recommender systems. It also can show the potential for more research in those areas that have attracted less attention. For example, e-learning is getting more and more appealing as a source for self-education.

2.7 Evaluation Criteria

In terms of evaluation, there are several metrics available. These metrics include and not limited to, precision, recall, F-measure, and rankscore. Precision is the proportion of correct recommendations for a user over the whole set of recommended items. The number of correct item recommendations divided by the number of test items is called recall. F-measure is obtained using a harmonic mean between recall and precision, and finally, rankscore demonstrates the quality of ranking compared to the ideal item list [86]. Any other metric can be defined and used to assess the performance of the
recommender system, which will be introduced according to the nature of the problem and the proposed model. We describe the criteria used in the surveyed articles as follows.

- **Root Mean Squared Error (RMSE)** which can be formulated by Equation (2.1) [2].

  \[
  RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (t_i - p_i)^2}
  \]  
  
  (2.1)

  where \( t_i \) is the test rating value and \( p_i \) is the predicted rating value.

- **Mean Absolute Error (MSE)** with Equation (2.2) [2].

  \[
  MSE = \frac{1}{n} \sum_{i=1}^{n} |t_i - p_i|
  \]
  
  (2.2)

- **Mean Reciprocal Rank (MRR)** demonstrates the capability of the system to return relevant tags at the top of the ranking (or the quality of top recommended tags) which is calculated by Equation (2.3) [3].

  \[
  MRR = \max_{q \in Q} \frac{1}{c_q}
  \]
  
  (2.3)

  where \( c_q \) indicates the rank achieved by relevant tag \( q \).

- **Success at Rank k (S@k)** is the probability of finding relevant tag, \( q \in Q \), in a set of top-\( k \) recommended tags, \( C_k \) which is presented in Equation (2.4) [3].

  \[
  S@k = \begin{cases} 
  1 & \text{if } Q \cap C_k \neq \emptyset \\
  0 & \text{otherwise}
  \end{cases}
  \]
  
  (2.4)

- **Precision at Rank k (P@k)** demonstrates the percentage of relevant tags among all retrieved ones which is presented in Equation (2.5) [3].

  \[
  P@k = \frac{|Q \cap C_k|}{|Q|}
  \]
  
  (2.5)

- **F-measure** which utilize precision \( (p) \) and recall \( (r) \) is a comprehensive evaluation which can be calculated by Equation (2.6) [13].

  \[
  p = \frac{T_R \cap T_U}{T_R}, \quad r = \frac{T_R \cap T_U}{T_U}, \quad F = \frac{2pr}{p + r}
  \]
  
  (2.6)
where $T_R$ is set of recommended tags and $T_U$ is the set of user annotated tag.

- Ranking accuracy of user $u$ at top-$k$ ranking, $RK(u)@k$, is a metric that is used to demonstrate if a tag with better rank is actually more relevant and it is calculated by Equation (2.7) [34].

$$RK(u)@k = \sum_{i \in Test(u) \cap Top-k(u)} \frac{1}{rank(i)} \tag{2.7}$$

where $rank(i)$ denotes the rank of item $i$ in top-$k$ list.

- Rank Score (RS) for user $u$ and item $i$ in a recommendation list with the length of $L$ for the number of uncollected items by user $u$ is defined by Equation (2.8).

$$RS_{u,i} = pos_i(L) \frac{1}{B_u} \tag{2.8}$$

where $pos_i(L)$ is the position of item $i$ in the recommendation list. Obviously, lower values of RS are desirable.

Furthermore, computation time and cost for a system to return recommendations is an important evaluation criterion especially where the problem face a real time application or there is a large amount of data for computation [15].

Figure 2.4 shows the distribution of evaluation criteria used in the reviewed papers. The top 4 criteria are Precision, F1-score, MAE, and Recall. However, the majority of the papers use a combination of criteria to enhance their performance evaluation.

2.8 Future Research Directions

There are several research directions for future researches. One of the most critical challenges is dealing with computation time and cost. In each area of application, there is a massive amount of data that needs to be considered to develop recommender systems. User preference evolution makes this problem dynamic and more challenging, and there will be a need for faster and more efficient recommender systems. In the literature, studies mostly concentrate on proposing solutions for issues
such as cold start and sparsity, and they do not focus on the efficiency of the models. Proposing and establishing recommender systems that can deal with a huge amount of data that updates constantly is a research area that is rarely investigated [47].

Another issue is that the proposed recommender systems are usually developed for a specific area of application. For almost all of the studies reviewed, there is a need to use the proposed system in other similar areas. An exciting future research direction can be providing a framework that covers different areas of applications.

Recently some studies are incorporating machine learning and neural networks to train and develop models for recommender systems. Different machine learning and deep learning models can be developed for recommendation systems and compare them to conventional methodologies to evaluate their performance.

Also, scoring functions are usually considered to be linear that may be unrealistic for some cases. Non-linear scoring functions can be used in the process of develop-
ing and implementing recommender systems, and the results can be compared and evaluated for the performance enhancement.

In addition, the evolution of the users’ preferences is a critical factor in developing recommender systems. There are a few studies that focus on the evolution of the users’ preferences, especially in tag recommendation systems.

Among the papers reviewed in this thesis, almost no paper investigated the consequences of recommender systems in terms of economics and econometrics. Economic models should be developed to study the recommender systems and evaluate the performance of these systems in terms of economic criteria. This can be a promising area of study in the recommendation systems field.

2.9 Chapter Conclusions

Due to the recent growth of available online data on customers and clients as well as social tagging becoming popular, tag-aware recommender systems are attracting more attention increasingly. However, the latest review on the tag-aware recommender system is published in 2011, and there was a need to review the work that has been done since 2011. Consequently, we systematically defined goals and questions for reviewing the researches on tag-aware recommender systems, we followed defined protocol to retrieve and refine articles, and reviewed and analyzed the information extracted from collected papers. We first introduced challenges and problems that motivate researchers to develop new recommender systems. Also, we presented the methodologies and models they employ to tackle these questions. The application fields that tag-aware recommender systems have been developed for are covered. Last but not least, we discussed the limitations in the field of tag-aware recommender systems and depicted future research directions and opportunities that require researches to focus
on.
Chapter 3

Related Literature on Customer Reviews

Dealing with text as unstructured data is challenging. Natural Language Processing (NLP) is a branch of computer science and artificial intelligence (AI) concerned with processing and analyzing natural language data. Deep learning for NLP is one of the approaches that is improving the capability of the computer to understand human language [14]. There are a few studies that try to incorporate customer written reviews in generating recommendations.

Some researches on the integration of customer reviews in recommendation systems are under the category of aspect-based or aspect-aware recommender systems. As an aspect-based recommender system, Qiu et al. [59] proposed a model called aspect-based latent factor model which integrates ratings and review texts via latent factor model. The purpose of this research is predicting ratings by using aspects of information from users’ and items’ information. They constructed user-review and used it directly in the proposed model to provide rating predictions and recommendation lists. Besides, their model accomplishes a cross-domain task by transferring word embedding.

In another aspect-aware recommender system paper, the authors of [10] proposed another aspect-aware MF model that effectively combines reviews and ratings for rating predictions. It learns the latent topics from reviews and ratings without having
the constraint of a one-to-one mapping between latent factors and latent topics. Also, the model estimates aspect ratings and assign weights to the aspects. They performed experimental results on many real-world datasets and showed the performance of their models in accurately predicting the ratings.

Some aspect-based recommender systems utilize semantic analysis on reviews. For example, Bauman et al. [4] proposed a sentiment utility logistic model that uses sentiment analysis of user reviews where it predicts the sentiment that the user has about the item and then identifies the most valuable aspects of the user’s possible experience with that item. For example, the system suggests a user going to a specific restaurant (as the primary recommendation), and also it recommends an aspect of that restaurant like the time to go to a restaurant (breakfast, lunch, or dinner) as a valuable aspect to the user (the secondary recommendation). The experimental results demonstrated the better experience of those users who followed the recommendations.

In the context of analyzing reviews, Susan et al. [71] analyzed customer reviews to find out what makes a review helpful to other customers. They analyzed 1,587 reviews from Amazon.com and indicated that extremity, depth of review, product type affect the perceived helpfulness of the review. While this research does not incorporate the reviews in making recommendations, it provides information that is potentially useful in developing recommender systems.

The authors of [44] proposed a new recommender system that integrates opinion mining and recommendations. They proposed a new feature and opinion extraction method based on the characteristics of online reviews which can address the problem of data sparseness. They used the part-of-speech tagging approach based on association rule mining for each review. They performed their empirical study on online restaurant customer reviews written in Chinese and illustrated the performance of
Ling et al. [42] considered using the review text using topic modeling techniques and align the topic with rating dimensions to enhance the prediction accuracy. They proposed a unified model combining content-based and collaborative filtering, which can deal with the cold-start problem. They applied the proposed framework to 27 classes of real-case datasets and showed the significant improvement of the recommendations comparing to the baseline methods.

The authors of [51] tried to incorporate the implicit tastes of each user in order to predict ratings as the text review justifies a user’s rating. They used latent review topics extracted from topic models as highly interpretable textual labels for latent rating dimensions. Also, they accurately predicted product ratings using the information extracted from the reviews, which can improve the recommendations for those that have too few ratings. Moreover, their discovered topics are useful in facilitating tasks such as automated genre discovery. In a similar study, Tan et al. [72] exploit textual review information along with ratings to model user preferences and item attributes in a shared topic space. They used an MF model for generating recommendations and used 26 real-case datasets to evaluate the performance of their model.

As presented above, none of the abovementioned studies used a deep neural network autoencoder to deal with the sparsity in the user-attributes matrix extracted from the reviews. To the best of the authors’ knowledge, this is the first study that extracts deep features from extracted latent topics from the textual user reviews to develop a recommender system. In the next section, we present the proposed approach.
Chapter 4

Methodology

In this chapter, we provide the proposed methodology for incorporating customer written reviews in developing recommender systems. Figure 4.1 depicts the general framework for transforming customer written reviews into a dense users-attributes matrix and predicting ratings using this matrix and users-items matrix. As described before, the idea of how to use customer written reviews is investigating what attributes of the product category are mentioned in the customer’s review. In doing so, we need to match the review with a set of predefined product attributes. As Fig 4.1 demonstrates, we use Latent Dirichlet Allocation (LDA) to analyze the reviews on a product category and retrieve a dictionary of attributes. Afterward, we can construct the users-attributes matrix, which indicates what attributes the user has pointed out in his or her reviews in a binary format. The major challenge with this matrix is a well-known problem called sparsity. Besides, there are other problems, including ambiguity and redundancy, regarding the extracted attributes in the matrix. To deal with this problem, we propose a deep neural network approach to transform this sparse matrix into a dense matrix presenting a set of deep features extracted from the users-attributes matrix and construct the users-deep features matrix. We use this matrix and users-items matrix to predict ratings and generate recommendations via Matrix Factorization (MF) as a powerful and efficient collaborative filtering method.
In the following sections, we present and describe DLA, deep neural network model, and the MF method used in this research.

4.1 Latent Dirichlet Allocation

The basic latent factor model predicts ratings for a user and item using user and item biases, $K$-dimensional user and item factors including the item’s properties and the user’s preferences minimizing the Mean Squared Error (MSE). There are a variety of methods for optimizing MSE for this problem, such as alternating least-squares and gradient-based methods [35]. While latent factor models try to uncover hidden
dimensions in review ratings, LDA aims to uncover hidden dimensions in the written part of the review. Introduced by Blei et al. [7], LDA is a generative statistical model for topic modeling in the natural language processing (NLP) context. Topic modeling is the task of describing a collection of documents by identifying a set of topics. In LDA, we model each item of the collection as a finite mixture over an underlying set of topics as a three-level hierarchical Bayesian model. We also model each topic as an infinite mixture over an underlying set of topic probabilities which provides an explicit representation of a document [37]. In order to describe LDA, a set of documents \( d \in D \) and LDA associate each document with a \( K \)-dimensional stochastic vector as a topic distribution \( \theta_d \). This association encodes the fraction of words in a document that discusses the topic \( k \) with the probability of \( \theta_{d,k} \). LDA associate a word distribution, \( \phi_k \) to each topic to encode the probability of a word used for that topic. LDA assumes a Dirichlet distribution for the topic \( (\theta_d) \). As a result of applying LDA, we have word distribution and topic distribution for each document. Having the word distribution and topic assignment of the words, we can calculate the likelihood of a corpus \( T \) as

\[
p(T|\theta, \phi, z) = \prod_{d \in T} \prod_{j=1}^{N_d} \theta_{z_{d,j},w_{d,j}} \tag{4.1}
\]

where \( z \) is topic assignments updated via sampling. This likelihood is a product of the probability of the topic being the document and the word being the topic [51].

LDA results in a vast number of words from the reviews. Inspired by [51], we filter the extracted words using frequent itemsets using association rules to prune the set of words LDA provides. Association rule mining uses two metrics, including support and confidence where support is a measure that shows if the itemset appears in the dataset frequently, and confidence shows how often a rule can be found.
4.2 Deep Neural Networks

Sparsity is a significant problem in the recommender systems, which significantly reduces the performance of the rating prediction. The problem of sparsity is sometimes called gray sheep problem, which is peculiar to similarity-based collaborative recommendation systems. The problem arises from the fact that users-attributes interaction will occur for a tiny percentage of all possible interactions because the user only mentions a tiny portion of all the attributes in the written review [33] that makes some users not similar enough to others to discover their preferences. Hence, the system cannot retrieve proper recommendations. In this regard, many investigators have focused on dealing with this problem to provide a solution that mitigates the effect of sparsity [86, 19]. Here, we propose a deep neural network approach to deal with the sparsity in the users-attributes matrix and transform it into a dense matrix. Here, we describe the details of the proposed deep neural networks to process the attributes extracted using LDA.

The reason for using sparse coding is to learn more interpretable features for machine learning applications [40] and it helps at representing the input matrix as a weighted linear combination of a small number of basis vectors. The resulted matrix is capable of capturing high-level patterns that exist in the input layer. For instance, Le et al. [39] developed a sparse autoencoder as the result of combined sparse coding with the autoencoder. They implemented their idea by penalizing the deviation between the expected hidden representation and present average activation. In more relevant research, Zuo et al. [89] developed an autoencoder using deep neural networks for tag-aware recommender systems. Through experimental results, they demonstrated the usefulness of the sparse autoencoders for the recommendation algorithms.

Inspired by [89], an autoencoder constitutes an input layer, a hidden layer, and
an output layer. We can divide the autoencoder itself into an encoder and decoder. The encoder is the input layer and output layer, while the decoder is the hidden layer and the output layer. Figure 4.2 illustrates the purpose of the autoencoder, which is reconstructing the input data in the output layer with the same dimensionality. In other words, this follows an unsupervised learning framework.

Letting \( x_1, x_2, \ldots, x_m \) be an unlabeled dataset, we can obtain the nonlinear representation of the input data using activation function [5]. Using a sigmoid activation for an unlabeled dataset \( x_i \), the representation is

\[
h(x_i; W, b) = \sigma(Wx_i + b) \quad (4.2)
\]

where \( W \) denotes weight matrix, \( \sigma \) is the sigmoid activation function, and \( b \) is the bias term. This representation is also called the hyperbolic tangent function. On the other side, the decoder reconstructs the input into the output layer by minimizing the error between the input and the output layers. The minimizing term is defined in Equation (4.3).

\[
\min \sum_{i=1}^{m} \| \sigma(W^T h(x_i; W, b) + c) - x_i \|^2 \quad (4.3)
\]

where \( m \) denotes the number of examples. Since the minimization is a convex function, we can obtain the optimal value. We can calculate the sparsity penalty term by Kullback-Leibler divergence between a preferred activation ratio in the hidden layer and the desired hidden representations [26] using Equation (4.4).

\[
P = \sum_{j=1}^{n} D_{KL}(\rho || \hat{\rho}_j) \quad (4.4)
\]

in which \( \rho \) is a reset average activation that is set to be close to zero in practice, and \( n \) is the number of hidden units. Also, \( D_{KL}(\rho || \hat{\rho}_j) = \rho \log \frac{\rho}{\hat{\rho}_j} + (1 - \rho) \log \frac{1 - \rho}{1 - \hat{\rho}_j} \).
Figure 4.2: Demonstration of a simple autoencoder
Combining the objective function and penalty term introduced above, we obtain the final objective function for the autoencoder using Equation (4.5).

\[
\min \sum_{i=1}^{m} \left| \left| \sigma(W^T h(x_i; W, b) + c) - x_i \right| \right|^2 + \beta P
\]  

(4.5)

where \(\beta\) is a hyperparameter to change the weight of the penalty term.

In order to transform this architecture into an autoencoder using a deep neural network, we need to use more layers as hidden layers where the output of each layer is the input for the next layer. In other words, the procedure and calculations explained above will be followed for more than one time to the result of each implementation. The input data will train the first hidden layer, and the output layer of the first hidden layer will serve as the input of the second hidden layer. We iterate these steps based on the number of hidden layers considered for the autoencoder. We use this deep neural network, which serves as the sparse autoencoder, to extract deep features from the set of retrieved attributes of a product category.

Another advantage of using this approach is that the number of features in the final output layer can be less than the number of attributes from the users-attributes matrix. Having a lower dimensionality can speed-up the learning process when the predictive model is dealing with a large dataset. Besides, the model can potentially reduce the deficiencies caused by ambiguity and redundancy in the set of attributes. These characteristics of the deep neural network significantly enhance the quality of the recommendation list for the users.

4.3 Collaborative Filtering

The last step in generating recommendations is using the MF model to predict ratings. First, we update the user profile based on the users-deep features matrix obtained from
the deep neural network. Conventional collaborative filtering models only use user-item or user-attributes matrix to generate a recommendation list. In order to use both users-items and users-deep features information, we employ the approach developed by Ricci et al. [60]. In this method, we should find the target user neighborhood $N_u$ based on the similarity between the target user and other users using Equation (4.6).

$$sim_{u,v} = \frac{\hat{X}_u \cdot \hat{X}_v}{||\hat{X}_u|| ||\hat{X}_v||}$$  \hspace{1cm} (4.6)$$

Having the similarity matrix between users, we can predict the rating of the target user using a weighted average of ratings from the neighbor users using Equation (4.7).

$$S_{u,i} = \sum_{v \in N_u} (\pi_{UI}Y)_{v,i}$$  \hspace{1cm} (4.7)$$

The final and easy step is to sort the predicted ratings for items and generate the list of the recommendations according to the size of the list, $n$. Please note that using this approach, we are exploiting the ternary relation between users-attributes-items [89].
Chapter 5

Experimental Results

5.0.1 Dataset

In this research, we use the Amazon Review dataset [23]. This dataset contains 142.8 million reviews on the Amazon products between May 1996 and July 2014 along with users profile and item metadata. The dataset includes the ID of the reviewer, the ID of the product (ASIN), name of the reviewer, helpfulness rating of the review, text of the review, rating of the product, a summary of the review, and time of the review. It also has the name of the product, price in US dollars, related products, sales rank information, brand name, and the list of the categories of the product. Table 5.1 presents the statistics of the Amazon Reviews dataset separated by each product category [42]. Also, Figure 5.1 demonstrates the sparsity of the reviews in the dataset where the percentage for a product category indicates the percentage of the users with no more than three ratings [72]. This sparsity can reduce the performance of recommender systems drastically. On average, there is roughly an average of 120 words in each review.

As the dataset preprocessing, there are many users without having any written review. We removed these observations from the dataset. For processing the data and implementing the proposed methodology, we used Python 3. As the cleaning up step, we removed punctuations and stop-words using NTLK stopwords. Words
that have appeared in the review corpus of a product category only once are most likely irrelevant; thus, we eliminated these words as well. Using the rest of tokens, we construct our preliminary dictionary of attributes. Note that we create a separate dictionary for each product category.

For the training part, we selected 80% of the dataset for training, 10% for validation, and 10% for testing, randomly. Furthermore, we selected 25 topics and 40 words for each topic when we applied LDA to each category review corpus. Then, we used the association rule mining technique to extract frequent itemsets from unique words obtained after the LDA step. Finally, we matched the reviews of each user with the set of extracted words and constructed the users-attributes matrix. For the rest of the parameters required to apply the deep neural network feature extractor and matrix factorization method, the hyperparameters are as follows.
Figure 5.1: Sparsity of the Amazon Reviews Dataset

- The number of hidden layers is 2/3.
- The number of neurons in the first layer is 1000.
- The number of neurons in the second and third layer is 800.
- Average activation is 0.2.

In order to obtain these values, we changed one hyperparameter in a reasonable range
Figure 5.2: Analysis of MSE based on the number of hidden layers to find a value that provides the best performance while we fix other hyperparameters only on one of the product categories. For the number of hidden layers, both two and three hidden layers show high performance. During the performance evaluation, we performed both on a product category to find the best results. Figs. 5.2, 5.3, and 5.4 demonstrate the MSE on two product datasets used to tune the hyperparameters. As you can see, MSE is not improving after using three hidden layers. MSE stops improving significantly at 1000 and 800 neurons in the first and second hidden layers, respectively.
5.0.2 Baseline Methods

We compare the performance of our model with three other state-of-the-art models, including MF, the Hidden Topics and Factors (HTF), and the Ratings Meet Review (RMR). The following is the explanation of these models.

- **MF** is the standard and widely used matrix factorization model. We consider the model proposed and described in [55]. This model uses the ratings of the user in generating recommendations, and the written part of the customer’s feedback is not incorporated.

- **HTF** is a model proposed by [51] that incorporates the review text with the stochastic topic distribution modeling which can be applied either on users or items. It also employs matrix factorization to deal with the ratings.

- **RMR** is a hybrid model constituted of content-based filtering and collaborative filtering suggested by [42]. This model tries to exploit the information from

---

**Figure 5.3**: Analysis of MSE based on the number of neurons in the first hidden layers
reviews and improve the recommendation list accuracy across various classes of datasets. They tried to address the cold-start problem with collapsed Gibbs sampler for learning the model parameters.

For each product category, we report the performance of each model against our model. We consider Mean Squared Error (MSE) for evaluation of these models against the proposed approach.

5.0.3 Evaluation

We applied the proposed deep feature extractor method to all the product categories datasets and obtained the best MSE for our model and compared these results with our baselines. Figure 5.5 and Table 5.2 demonstrate the results.
Table 5.2: MSE of the proposed method vs baselines and the percentage of the improvement

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MF</th>
<th>HFT</th>
<th>RMR</th>
<th>Proposed Method</th>
<th>MF Improvement vs</th>
<th>HFT Improvement vs</th>
<th>RMR Improvement vs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon Instant Video</td>
<td>1.437</td>
<td>1.367</td>
<td>1.377</td>
<td>1.359</td>
<td>-5.43%</td>
<td>-0.59%</td>
<td>-1.31%</td>
</tr>
<tr>
<td>Arts</td>
<td>1.672</td>
<td>1.497</td>
<td>1.478</td>
<td>1.457</td>
<td>-12.89%</td>
<td>-2.70%</td>
<td>-1.45%</td>
</tr>
<tr>
<td>Automotive</td>
<td>1.677</td>
<td>1.539</td>
<td>1.51</td>
<td>1.491</td>
<td>-11.08%</td>
<td>-3.11%</td>
<td>-1.25%</td>
</tr>
<tr>
<td>Beauty</td>
<td>1.506</td>
<td>1.465</td>
<td>1.441</td>
<td>1.406</td>
<td>-6.66%</td>
<td>-4.05%</td>
<td>-2.45%</td>
</tr>
<tr>
<td>Books</td>
<td>1.214</td>
<td>1.245</td>
<td>1.22</td>
<td>1.221</td>
<td>0.58%</td>
<td>-1.92%</td>
<td>0.09%</td>
</tr>
<tr>
<td>Cell Phones and Accessories</td>
<td>2.337</td>
<td>2.242</td>
<td>2.192</td>
<td>2.190</td>
<td>-6.28%</td>
<td>-2.31%</td>
<td>-0.08%</td>
</tr>
<tr>
<td>Clothing and Accessories</td>
<td>0.5</td>
<td>0.456</td>
<td>0.443</td>
<td>0.421</td>
<td>-15.76%</td>
<td>-7.63%</td>
<td>-4.92%</td>
</tr>
<tr>
<td>Electronics</td>
<td>1.935</td>
<td>1.829</td>
<td>1.829</td>
<td>1.806</td>
<td>-6.68%</td>
<td>-1.28%</td>
<td>-1.28%</td>
</tr>
<tr>
<td>Gourmet Foods</td>
<td>1.622</td>
<td>1.564</td>
<td>1.572</td>
<td>1.578</td>
<td>-2.72%</td>
<td>0.89%</td>
<td>0.38%</td>
</tr>
<tr>
<td>Health</td>
<td>1.722</td>
<td>1.645</td>
<td>1.619</td>
<td>1.620</td>
<td>-5.92%</td>
<td>-1.51%</td>
<td>0.07%</td>
</tr>
<tr>
<td>Home and Kitchen</td>
<td>1.735</td>
<td>1.638</td>
<td>1.608</td>
<td>1.593</td>
<td>-8.19%</td>
<td>-2.75%</td>
<td>-0.93%</td>
</tr>
<tr>
<td>Industrial Scientific</td>
<td>0.568</td>
<td>0.466</td>
<td>0.469</td>
<td>0.453</td>
<td>-20.19%</td>
<td>-2.72%</td>
<td>-3.34%</td>
</tr>
<tr>
<td>Jewelry</td>
<td>1.364</td>
<td>1.284</td>
<td>1.267</td>
<td>1.211</td>
<td>-11.24%</td>
<td>-5.71%</td>
<td>-4.45%</td>
</tr>
<tr>
<td>Kindle Store</td>
<td>1.66</td>
<td>1.544</td>
<td>1.519</td>
<td>1.497</td>
<td>-9.83%</td>
<td>-3.05%</td>
<td>-1.46%</td>
</tr>
<tr>
<td>Movies and TV</td>
<td>1.226</td>
<td>1.226</td>
<td>1.227</td>
<td>1.249</td>
<td>1.87%</td>
<td>1.87%</td>
<td>1.79%</td>
</tr>
<tr>
<td>Music</td>
<td>1.063</td>
<td>1.087</td>
<td>1.066</td>
<td>1.064</td>
<td>0.09%</td>
<td>-2.12%</td>
<td>-0.19%</td>
</tr>
<tr>
<td>Musical Instruments</td>
<td>1.613</td>
<td>1.502</td>
<td>1.481</td>
<td>1.475</td>
<td>-8.57%</td>
<td>-1.81%</td>
<td>-0.42%</td>
</tr>
<tr>
<td>Office Products</td>
<td>1.921</td>
<td>1.776</td>
<td>1.745</td>
<td>1.731</td>
<td>-9.91%</td>
<td>-2.56%</td>
<td>-0.82%</td>
</tr>
<tr>
<td>Patio</td>
<td>1.878</td>
<td>1.805</td>
<td>1.776</td>
<td>1.681</td>
<td>-10.50%</td>
<td>-6.89%</td>
<td>-5.36%</td>
</tr>
<tr>
<td>Pet Supplies</td>
<td>1.807</td>
<td>1.69</td>
<td>1.669</td>
<td>1.593</td>
<td>-11.84%</td>
<td>-5.74%</td>
<td>-4.55%</td>
</tr>
<tr>
<td>Shoes</td>
<td>0.412</td>
<td>0.354</td>
<td>0.358</td>
<td>0.339</td>
<td>-17.71%</td>
<td>-4.22%</td>
<td>-5.29%</td>
</tr>
<tr>
<td>Software</td>
<td>2.516</td>
<td>2.326</td>
<td>2.228</td>
<td>2.279</td>
<td>-9.42%</td>
<td>-2.02%</td>
<td>-0.04%</td>
</tr>
<tr>
<td>Sports and Outdoors</td>
<td>1.326</td>
<td>1.245</td>
<td>1.236</td>
<td>1.190</td>
<td>-10.28%</td>
<td>-4.44%</td>
<td>-3.75%</td>
</tr>
<tr>
<td>Tools and Home</td>
<td>1.707</td>
<td>1.617</td>
<td>1.598</td>
<td>1.519</td>
<td>-10.99%</td>
<td>-6.04%</td>
<td>-4.92%</td>
</tr>
<tr>
<td>Toys and Games</td>
<td>1.574</td>
<td>1.477</td>
<td>1.479</td>
<td>1.459</td>
<td>-7.32%</td>
<td>-1.23%</td>
<td>-1.37%</td>
</tr>
<tr>
<td>Video Games</td>
<td>1.717</td>
<td>1.635</td>
<td>1.617</td>
<td>1.581</td>
<td>-7.90%</td>
<td>-3.28%</td>
<td>-2.20%</td>
</tr>
<tr>
<td>Watches</td>
<td>1.642</td>
<td>1.595</td>
<td>1.565</td>
<td>1.470</td>
<td>-10.48%</td>
<td>-7.84%</td>
<td>-6.08%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>-8.71%</strong></td>
<td><strong>-3.14%</strong></td>
<td><strong>-2.06%</strong></td>
</tr>
</tbody>
</table>

As you can see in these figures, the proposed method performs better for most of the product categories. Comparing to the MF model, our method is capable of predicting ratings with an average of 8.71% improvement, in some cases up to 20.19%. In three cases, MF shows better performance, including Books, Movies and TV, and Music. For Books and Music categories, the model is off only by less than 1 percent, which implies that the performance of the model is close to the best performance for these two categories. A similar situation is happening between the HFT model and the proposed approach. Our deep neural network model beats the HFT model predictions for most of the cases. On average, our model improves the predictions by 3.14%. For the only two cases that our model is not performing better, the
Figure 5.5: Comparing the MSE from the proposed method and the baselines performance is close enough. In the worst case, which is the Movies and TV product category, MF and HFT models performed only 1.87% better than our model. Finally, our model outperforms the RMR method by 2.06% on average. Figs 5.6, 5.7, and 5.8 illustrate the improvements made by our model compared to MF, HFT, and RMR baseline models, respectively.

We investigated the product categories that our model is less accurate comparing the baselines. We suggest that the reason for this minor inaccuracy is the existence of more non-technical terms than technical attributes in the users-attributes matrix. For example, in the category of Industrial Scientific, we have a significant improvement between the MF model and the proposed method equal to 20.19%. Moreover, the performance improvement is higher for other categories that customers talk more
Figure 5.6: Proposed model improvement compared to MF

about product attributes such as Tools and Clothing. The superiority of the proposed model is the fact that the deep neural feature extractor retrieves the deep features and models the extracted words in a way that makes the users-attributes more informative, hence, extracting non-trivial relation between users based on the reviews they write. Our model can benefit e-commerce businesses through increasing revenue and customer satisfaction as recommendation plays a crucial role in real systems.
Figure 5.7: Proposed model improvement compared to HFT
Figure 5.8: Proposed model improvement compared to RMR
Chapter 6

Future Work and Conclusion

Due to the recent growth of available online data on customers and clients as well as social tagging becoming popular, tag-aware recommender systems are attracting more attention increasingly. However, the latest review on the tag-aware recommender system is published in 2011, and there was a need to review the work that has been done since 2011. Consequently, we systematically defined goals and questions for reviewing the researches conducted regarding tag-aware recommender systems, we followed defined protocol to retrieve and refine articles, and reviewed and analyzed the information extracted from extracted papers. We first introduced challenges and problems that motivate researchers to develop new recommender systems. Also, we presented the methodologies and models they employ to tackle these questions. The application fields that tag-aware recommender systems have been developed for are covered. Last but not least, we discussed the limitations in the field of tag-aware recommender systems and depicted future research directions and opportunities that require researches to focus on.

In addition, we proposed a deep neural network approach to incorporate customer reviews in developing recommender systems. In our proposed model, we use Latent Dirichlet Allocation to extract attributes related to each product category. Then, we used association rule mining to use frequent terms in the dataset. Having the
set of extracted attributes, we constructed a users-attributes matrix. This matrix suffers from the sparsity problem. To deal with this challenge, we proposed a deep neural network that transforms the sparse users-attributes matrix into a dense users-deep features matrix, as an unsupervised learning tool. Finally, we used matrix factorization to predict ratings. We evaluated the performance of our model using the Amazon Review dataset, which is the largest dataset for customer reviews categorized for each product category. We also compared the MSE of our model with three baseline models from the literature, including MF, HFT, and RMR models. Our model outperforms these state-of-the-art models for most datasets.

For the future research directions, we are going to apply a deep neural network as the predicting model instead of the deep neural autoencoder and the matrix factorization method to improve the predictive power of our approach. Besides, we will investigate the application of other natural language processing tools for the construction of users-attributes matrix and compare their performance with current research.
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