With the growing rate of cyber-attacks, there is a significant need for intrusion detection systems (IDS) in networked environments. As intrusion tactics become more sophisticated and more challenging to detect, this necessitates improved intrusion detection technology to retain user trust and preserve network security. Over the last decade, several detection methodologies have been designed to provide users with reliability, privacy, and information security. The first half of this thesis surveys the literature on intrusion detection techniques based on machine learning, deep learning, and blockchain technology from 2009 to 2018. The survey identifies applications, drawbacks, and challenges of these three intrusion detection methodologies that identify threats in computer network environments.

The second half of this thesis proposes a new machine learning model for intrusion detection that employs random forest, naive Bayes, and decision tree algorithms. We evaluate its performance on a standard dataset of simulated network attacks used in the literature, NSL-KDD. We discuss pre-processing of the dataset and feature selection for training our hybrid model and report its performance using standard metrics such as accuracy, precision, recall, and f-measure.
In the final part of the thesis, we evaluate our intrusion model against the performance of existing machine learning models for intrusion detection reported in the literature.

Our model predicts the Denial of Service (DOS) attack using a random forest classifier with 99.81% accuracy, Probe attack with 97.89% accuracy, and R2L attack with 97.92% accuracy achieving equivalent or superior performance in comparison with the existing models.
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Chapter 1

Introduction

There is an immense explosion of data everywhere, from keeping our word documents, excel worksheets to the data owned and operated by industries, banking/financial sectors, and many other places. It is essential to secure this data from malicious activities. With the growing rate of cyber-attacks, there is a vast requirement for effective intrusion detection systems (IDS) in the network. As the invasion gets complicated and challenging to detect, better techniques are employed to retain the trust and security in the network. Over the last decade, many methodologies have been designed to provide users with reliability, privacy, and information security.

In order to detect these intrusions, various intrusion detection systems (IDSs) are implemented in many networks (e.g., in banking and educational organizations). These systems are classified into host-based IDS, network-based (NIDS), and hybrid IDS. HIDS monitors the system and looks for malicious activities, and NIDS examines the traffic payload in the network for suspicious events. Based on detection methods, IDS are characterized into two types, namely signature-based IDS and anomaly-based IDS [1]. With the advances in technology, the cyber-attacks have reached new heights.

If the attack is not detected in time, it causes much damage to the network and
its users. In order to overcome this disaster, collaborative intrusion detection systems (CIDS) have been designed [1]. CIDS is designed to increase the detection abilities of the single IDS. In this case, each IDS communicates with other IDS to collaborate on data sharing and provide trust management [2].

A number of techniques are employed to prevent attacks and provide a secure network to the users. This research reviews some of those techniques used for intrusion detection, namely blockchain, machine learning, and deep learning technologies [3]. Blockchain technology was first implemented in 2009, which is the hidden innovation behind cryptocurrencies like Bitcoin. In contrast to physical money, advanced money, and digital forms of money accompany an undeniable issue called Double-Spending. In a blockchain, all the transactions are stored in blocks [4].

This paper further provides deeper insight into blockchain technology. Machine Learning is one of the widely popular approaches in intrusion detection. Anomaly in the network can be detected by running various machine learning algorithms such as K-Nearest Neighbor (KNN), Support Vector Machine (SVM), etc., [5].

One of the other approaches used to enhance the capabilities of machine learning algorithms are Deep Learning techniques [6]. It is proved that deep learning-based approaches address the challenges of IDS efficiently [7]. Some of the other techniques for intrusion detection are statistical methods, data mining methods [8], genetic algorithms, etc. [9].

The information presented in the thesis report is also presented in the paper, "A Survey of Intrusion Detection Techniques" (accepted by IEEE International Conference on Machine Learning Applications 542) [10].
1.1 Research Contribution

In this research, we have conducted a systematic literature survey on the current intrusion detection techniques. This review is done from a period starting from 1998 to 2018. We have provided a basic introduction to the intrusion detection systems, machine learning, deep learning, and blockchain technology. Then, a detailed review of applications for the above mentioned three techniques is described. Furthermore, its limitations/challenges in the area of the intrusion detection system are listed. We have reviewed the present state of the block chain technology in cyber-security in detecting attacks. A classification of machine learning and deep learning technologies used for detecting malicious user attacks in the network is provided. The approaches used by various researchers to identify any malicious activities in the NSL KDD data using tools are highlighted. We have also classified the publications of the papers for the past 19 years by its year of release and its database source. Although blockchain technology indicates a promising contribution to intrusion detection, it neither provides the ways to compare its performance with machine learning algorithms nor the dataset to build an effective algorithm for intrusion detection. For the above reasons, we proposed the following approach.

We conduct an experiment in the final stage of research to detect the attacks in the dataset called NSL-KDD. A machine learning intrusion detection model is built using three classifiers to detect the attack in the dataset. The model's performance is measured and evaluated.

1.2 Thesis Structure

The thesis is organized in the following structure. Chapter 2 provides background on Intrusion detection systems, various attacks, and intrusion detection techniques such
as machine learning, deep learning and blockchain technology.

Chapter 3 gives the literature survey of intrusion detection techniques for the past 19 years, and Chapter 4 provides the related work on machine learning and the NSL-KDD dataset.

Chapter 5 describes the proposed methodology, including dataset description, algorithm description, and sequence of steps taken to conduct the research experiment. Chapter 6 shows the results obtained from the experiment. Finally, Chapter 7 provides the conclusion, we conclude the current research and discuss future research directions.
Chapter 2

Background

2.1 Intrusion Detection System

These systems are classified into host-based IDS, network-based (NIDS), and hybrid IDS (HIDS). HIDS monitors the system and looks for malicious activities, and NIDS examines the traffic payload in-network for suspicious events. This section provides a background of IDS, CIDS, and their challenges. Intrusion Detection is a way of monitoring the events happening in a framework such as a network or computers to detect any abnormal or malicious behavior which breaches the security or standard policies [11]. Fig 2.1 and Fig 2.2 shows how intrusion detectors are installed in every network; They provide a security layer and watch for any malicious activity. Following is the classification of IDS into HIDS, NIDS, CIDS, and some of its challenges.

2.1.1 HIDS and NIDS

Based on detection methods, IDS are characterized into two types, namely signature-based IDS and anomaly-based IDS [1]. IDS are mainly categorized into HIDS, NIDS, and Hybrid IDS, which is the integration of HIDS and NIDS to provide additional defense [9].
Fig 2.2 shows the deployment of HIDS and NIDS in a network. In addition, an IDS is classified based on detection methods into signature-based, anomaly-based, and specification-based [1]. In the signature-based detection method, a stored signature is compared with the watched network system in order to detect the attack. In the anomaly-based detection method, any signs of malicious activity are determined, and an alarm is generated for such events. Specification-based detection method identifies any changes in a normal profile and watched events and notifies the attack.

2.1.2 Collaborative Intrusion Detection System (CIDS)

CIDS increases the detection performance of single IDS, which can be easily surpassed in any complex attack like a denial-of-service (DOS) attack. If the attack is not
detected in time, it causes much damage to the network and its users. This disaster is overcome by collaborative intrusion detection systems (CIDS) [1]. CIDS is intended to increase the detection abilities of the single IDS. In this case, each IDS communicates with other IDS to collaborate on data sharing and provide trust management [2]. CIDS can be categorized into the following types;

- Hierarchical Collaboration System like Distributed intrusion detection system (DIDS) [12].

- Subscribe Collaboration System like (Distributed Overlay for Monitoring Internet Outbreaks) DOMINO [13].

- Peer-to-peer query-based collaboration system like an Internet-Scale Query Processor (PIER) [14].

Each of these techniques aims to detect any abnormal activity in the network.
2.1.3 Challenges

IDS solutions deal with many challenges like security and trust some of these are listed below;

- Wireless ad-hoc networks are dynamic, and hence, it is difficult to depend on a centralized server for analysis and correlation jobs [15].

- It is challenging to secure a mobile host physically because there are chances it could get captured and later join the network to get the information.

2.2 Blockchain Technology

Blockchain is a chain of blocks where each block holds the record of transactions. Blockhead contains the metadata and block body does the recording of transactions [16]. In contrast to physical money, advanced money, and digital forms of payment accompany an undeniable issue called double-spending, one of the significant issues addressed by the blockchain.

The fundamental usefulness given by a blockchain is a sequentially secure fashion for getting a block and data records. Blockchains are ordinarily shared and synchronized over a distributed system, and accordingly, are regularly utilized as a public ledger of transactions. Furthermore, each member in the blockchain system can see the record information dismiss or check it, dependent on the protocol. Once acknowledged, records are annexed to the blockchain in a subsequent request of their check [1].

2.2.1 Blockchain Architecture

A blockchain is an arranged chain of blocks. Blocks are holders of some related data and the information of transactions. A blockchain structure consists of three main
parts;

- a hash value: It provides the information of the previous block.

- The hash function and a timestamp: hash function, on the other hand, stores the blockchain data, and the timestamp holds the time when the blocks are created [17].

- A Merkel root: used to condense all transactions in the block and to check the presence and respectability of the transaction information rapidly. Body of the block stores every single reviewed transaction during the generation of the block. These blocks are linked with hash values to create a blockchain [16].

2.3 Machine Learning

Machine learning algorithms are extensively used in cyber-security to detect anomaly in the network, and it is proven to provide high detection rates [18]. These algorithms are applied to the training data to build the prediction model [19]. This prediction model is used to test against the given data for any malicious activities [20]. This type of learning is called supervised learning [21]. Some of these are support vector machine (SVM), naive Bayes classifier, decision table, and decision tree [22]. Supervised learning algorithms require the data to be class labeled, whereas the unsupervised learning algorithm does not require class labeled data [23]. Unsupervised algorithms include clustering, k-means, deep neural network, etc. [24]. Semi-supervised algorithms lie between the above mentioned two algorithms. They do not require all data to be class labeled [25]. Graph-based, self-training, and generative models are some of these examples of semi-supervised machine learning algorithms [26]. Table 2.3 shows the classification of machine learning techniques [27].
2.4 Deep Learning

Deep Learning originated from the Neural Network algorithm [27]. Different techniques are employed to tackle the drawback of one hidden layer in NN [28]. Deep learning has these immense number of techniques and learning strategies. The authors [29] [30] separates deep learning into three sub-gatherings, generative, discriminative, and hybrid [27] [31].

2.5 Blockchain Application and Limitation

In this section we discuss the applications and drawbacks of blockchain such as Cybersecurity [1] [4], Supply chain [32] [33], Smart Contract and Sidechain [34] [35], Cryptocurrency [36] [37] [38] etc. They are listed and explained as follows;

- Cybersecurity: Blockchain is combined with domain name service so that it gives domain owners protection from attacks by making it decentralized [39].

- Supply Chain: Blockchain bridges the transparency gap in the supply-chain between customers and buyers by showcasing its features such as public availability to track the goods from factories to consumers. The decentralized feature enables the participation of all parties in the supply chain [40].

- Smart Contract & Sidechain Technology: Smart contracts are the electronic contracts that enforce the agreements & transactions in blockchain ex. Ethereum supports the execution of code on the blockchain, and bitcoin has been supporting smart contracts for a long time now. Sidechain technology is software.
### Table 2.3: Classification of the machine and deep learning methods

<table>
<thead>
<tr>
<th>Machine Learning Methods</th>
<th>Supervised Learning</th>
<th>Unsupervised Learning</th>
<th>Semi-supervised Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Definition</strong></td>
<td>Requires labelled dataset with predefined classes</td>
<td>Requires labelled dataset with out predefined classes</td>
<td>Lie in between they do not require all data to be class labelled</td>
</tr>
<tr>
<td><strong>Method</strong></td>
<td>Classification</td>
<td>Clustering</td>
<td>Graph Models</td>
</tr>
<tr>
<td><strong>Example</strong></td>
<td>SVM, Naive bayes classifier, descision table &amp; trees</td>
<td>k-means, deep neural network</td>
<td>Graph based, self training.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Deep Learning Methods</th>
<th>Generative (Unsupervised learning)</th>
<th>Discriminative (Supervised learning)</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Definition</strong></td>
<td>Also named generative architectures uses unlabeled data.</td>
<td>Helps to distinguish the data parts for pattern classification</td>
<td>Combines both generative &amp; discriminative architectures</td>
</tr>
<tr>
<td><strong>Aim</strong></td>
<td>Pattern recognition in supervised learning</td>
<td>Mostly used for image recognition</td>
<td>To distinguish data as a discriminative approach</td>
</tr>
<tr>
<td><strong>Example</strong></td>
<td>Auto Encoder, SPN, RNN, Boltzmann Machine (BM)</td>
<td>Convolutional Neural Network (CNN)</td>
<td>Deep Neural Network</td>
</tr>
</tbody>
</table>
program in blockchain ledger, like a smart contract that allows the important information from one block to the other.

• Cryptocurrency is a Digital economy: Utilizes cryptography to control the financial issuance and verifies the transactions. The principal digital currency, Bitcoin, made in 2009, is as yet the most broadly utilized cryptography money. Bitcoin enables engineers to include 40 bytes of subjective information to an exchange, which can be for all time recorded on the blockchain. Along these lines, the blockchain of Bitcoin has been utilized to enlist resource and proprietorship other than money-related transactions.

• Logistics: Blockchain-based applications in logistics are out there with companies like SmartLog using it successfully to obtain transparency across their supply chain network.

• IoT & Blockchain integration: Autopay feature in the car enables users to pay for fuel using smart contracts on the blockchain. Many other IoT applications include Iotcoin, Community currency, Enigma, International travel, etc.

• Voting: E-Voting is an issue with numerous challenges. Public verifiability and security are addressed by blockchain.

There are a wide variety of areas where blockchain is being applied, and some of the applications are listed in Fig.2.4.
Others: Various other applications of blockchain include securing data for personal use to Business, Enterprises, and Shared Economy. Blockchain is also being extensively used in Predictive analysis, Digital identity, Copyright protection, and many others.

2.5.1 Challenges and Limitations of Blockchain technology in the intrusion detection system

In this section, we discuss some of the challenges in current blockchain technology in network intrusion detection [1] [4].

- Scalability & Speed: With the increase in the number of transactions, the blockchain...
gets cumbersome. It is necessary that every node stores the transactions and check their validity, and the speed depends on the protocol utilized. Speed acts as a constraint to the scalability of blockchain. As the blockchains can process only seven transactions per second, it cannot satisfy the necessity of handling millions of transactions due to the small size of the block [4]. The scalability issue of blockchain is addressed in various ways such as;

a) Capacity Optimization of Blockchain: It is difficult for a node to work on the duplicate ledger; the author came up with an idea to remove the old transactions from a network, and all the addresses will be held by a database named account tree [41]. Another way to address this issue was proposed by Versum [42]. Versum enabled lightweight customers to redistribute costly calculations over huge inputs. It guarantees the calculation result is right through looking at results from various servers.

b) Redesigning Blockchain: New generation bitcoin called Bitcoin-NG was proposed in [43], whose primary thought was to decouple the traditional block into two sections called key block and micro block, which was used for leader election and storing the transactions respectively. When the key block is created, the node turns into the pioneer who oversees producing micro blocks. Bitcoin-NG likewise broadened the heaviest (longest) chain technique in which micro blocks convey no weight. Along these lines, blockchain is overhauled, and the reciprocation between block size and system security has been provided.

• Privacy Leakage: Blockchain can protect a specific measure of security through
the open key and private key. Clients execute with their private key and open key without presenting their identity. However, it appears that blockchain cannot ensure the security in transactions since all the transactions are open for the public to view. Furthermore, the ongoing examination has demonstrated that a client's Bitcoin exchanges can be connected to uncover the client's data. Additionally, a strategy has been exhibited to interface the client's fictitious names to IP addresses, notwithstanding when clients are behind firewalls [4] [44]. Every customer can be exceptionally recognized by the number of the nodes it interfaces with. In any case, this set can be learned and used to discover the source of a transaction. Different techniques have been proposed to improve the obscurity of blockchain, which could be generally classified into two sorts, namely mixing and anonymous.

- **Selfish Mining:** Blockchain is prone to attacks by selfish miners. Selfish miners do not broadcast the mined blocks and get more revenue. In order to fix this issue, Heilman [45] displayed a novel methodology for legitimate mine workers to pick which branch to pursue. With arbitrary signals and timestamps, genuine excavators would choose all the newer squares. Be that as it may, [45] is helpless against forgeable timestamps. ZeroBlock expands on the basic plan: Each block should be produced and acknowledged by the system inside a greatest time interim. Inside ZeroBlock, selfish miners can't accomplish more than its normal reward.

- **Cost and Energy:** It requires a huge amount of energy to perform computations and to verify the transactions in any bitcoin mining for a single miner. And the
cost and energy increase as the network evolve [1].

- Privacy & Security: Attacks like DOS are very common on the blockchain platform. There is a major demand for privacy & security as the applications related to the blockchain involves smart contractions and transactions on the shared ledger.

- Complexity & delay: Blockchains are distributed; it takes time for transactions to complete, and users to update their ledgers. This delay can invite attackers.

- Adoption & Awareness: People lack the basic understanding of how the blockchain technology and how it can be adopted. This is causing major hindrance in its establishment.

- Size & Organization: Many firms and organizations prefer to develop their own blockchain system, given the significant size of distributed ledgers this deteriorates the performance of existing blockchain and make it less proficient.

- Management & Guidelines: Rules and regulations are frequently a long way behind the cutting-edge innovation. Because of the absence of normal principles for finishing transactions on a blockchain, Bitcoin blockchain has avoided existing guidelines for better proficiency. Be that as it may, blockchain applications are required to work inside guidelines.
Chapter 3

Literature Review

3.1 Research Methodology

The purpose of this study is to review the different techniques employed in intrusion detection. These papers conduct a thorough review of intrusion detection using various blockchain, machine learning, and deep learning techniques.

We started by researching on’’ Intrusion Detection Systems’’ and what are the ways the attacks can be predicted. There were 200+ papers published in the databases we have selected. We have reviewed over 56 papers, few books, and journal articles as our search was specific to the blockchain, machine, and deep learning technologies. The research was limited to the past 19 years (1999-2018), including books and journal publications.

The databases we chose are ACM Digital Library, Applied Science and Technology Full Text, computing (ProQuest), Gartner, IEEE Xplore, ProQuest Science, and SpringerLink using the search text” Intrusion detection blockchain, machine and deep learning.”
3.1.1 Classification of papers by publication date

There have been numerous publications on intrusion detection. We have selected over 56 papers from 200+ papers for our review. There has been a huge increase in the publication in the year 2016 and later. In this survey, we present the total number of papers published from 1999-2018, as shown in Fig 3.1.

![Figure 3.1: Papers published in blockchain, machine learning and deep learning for intrusion detection](image)

3.1.2 Classification of papers by its Sources

The papers considered for this literature survey are from various databases such as ACM, SpringerLink, and others, as shown in Fig 3.2. It shows that most of the papers are published from IEEE Xplore.
3.2 Systematic Survey

The goals of this survey are to review 56 related studies focusing on these techniques between the period 1998-2018 and provide the below key points-

- Review different hardware installations and software methodologies involved in blockchain technology for intrusion detection
- Review machine learning and deep learning approaches to intrusion detection.

This survey tries to find solutions to-

- What are the different machine learning and deep learning techniques employed to detect the threat in the network?

In this section, different challenges of the intrusion detection system are listed, and also various techniques employed by the authors to overcome these challenges are
discussed. Firstly blockchain-based solutions will be described. Followed by the contribution of different machine learning [46] and deep learning algorithms in protecting the network from malicious attacks will be provided.

3.2.1 Blockchain-Based Intrusion Detection

Blockchain-based CIDS: The author in [47] proposed the architecture of CIDS, which is based on blockchain and its distributed nature. In this model, the nodes communicate with each other on two layers called the Alert exchange layer and the Consensus layer. The peers in the CIDS network can collaborate with each other without disclosing confidential data. This model provides data privacy and integrity.

Provchain: The author in [48] designed and implemented a decentralized data provenance using blockchain to gather and confirm cloud information provenance, by inserting the provenance information into blockchain transactions. The Provchain provides reliability, user privacy, and security to the applications stored on the cloud.

Blockchain to protect Personal Data: The author [44] proposed an architecture that uses blockchain to secure the personal data by saving the file access permissions in the blockchain on a centralized cloud.

Block secure P2P cloud storage: Another author proposed a blockchain-based solution for the cloud data leak. This paper [49] demonstrates a new cloud storage architecture to provide more reliable and secure cloud storage. They customized the genetic algorithm and reduced the file loss rate.
3.2.2 Machine Learning Techniques for Intrusion Detection

2 tier Machine Learning Approach: In this paper, the author [50] proposed a 2-tier architecture for network intrusion detection using deep learning and machine learning algorithms. They performed simulations on KDD data set using the weka data mining tool and have proved that when the data goes through two classifiers, they increase system security.

Hybrid machine learning techniques: In this paper, the author [23] has presented a design and implementation to detect the attacks, which are known by supervised learning and unsupervised learning to detect the unknown attacks. The design consists of 7 hybrid models. The first layer consists of a supervised learning algorithm, and the second layer consists of an unsupervised algorithm. The goal of this approach is to increase the intrusion detection in networks.

3.2.3 Deep Learning Techniques for Intrusion Detection Techniques

Deep Learning approach: The author [7] proposed a deep learning approach for creating a network intrusion detection system (NIDS) [51] [52]. They used sparse auto-encoder and soft-max regression on the NSL-KDD dataset [53]. Anomaly detection accuracy is evaluated. Results show that they performed better than the previous anomaly detection [54].

Deep belief network (DBN): In this paper, the author [55] proposed a deep learning approach and built an intrusion detection system that uses DBN. This approach showed higher accuracy than the existing system using other training approaches like SVM,
DBN and SVM-DBN [56]. In this approach, DBN was used for data classification on the NSL-KDD dataset.

3.3 Chapter Conclusions

The latest review of intrusion detection techniques reveals the variety of intrusion detection techniques that have evolved in the past 20 years and its significant contribution to combating network attacks.

We have reviewed 57 papers from ACM Digital Library, IEEE Xplore, ScienceDirect, and SpringerLink databases. This research starts with a brief introduction to IDS, collaborative IDS, machine learning, deep learning, and blockchain technology.

A description of blockchain and its applications and limitations is reviewed, and a detail literature review on current intrusion detection techniques contributions is given. A review of the present state of the blockchain technology in cyber-security in detecting attacks is provided. Corresponding blockchain-based solutions are discussed. A classification of machine learning and deep learning technologies used for detecting malicious user attacks in the network is surveyed, and machine learning-based solutions are presented. A review of a machine and deep learning algorithms used by researchers to identify any malicious activities in the NSL KDD dataset using a variety of tools is provided. In conclusion, a distribution of all the papers by its year of publication and its databases is depicted in the graph.
Chapter 4

Related work on NSL KDD dataset

For the past 30 years, there has been immense progress in the area of intrusion detection systems. The research is growing with significant algorithms and methodologies to overcome the most advanced threats in the network. Previously researches had to create their own dataset for testing purposes. But now there are huge datasets available openly on the internet. One of the most widely used datasets for intrusion detection research is called the NSL KDD 99 cup.

The author [57] identified the inherent issues with the KDD 99 data, such as redundant records, difficulty in accessing the data due to biased results, and provided a new data set to overcome these challenges. The attacks in the data are divided into four categories [58] [59], as shown below in Fig 4.1. [60] conducted an experiment to detect attacks in the National Security Lab Knowledge Discovery and Data mining (NSL KDD) dataset [61] using various machine learning algorithms such as J48, SVM, and Naive Bayes. This was carried out using the Weka tool to predict the accuracy rate of normal and attack categories.

Similar research was conducted by another author [62] to detect anomaly in the dataset. He used Decision trees, neural networks, and nearest neighbor algorithms to propose an efficient hybrid model.
In this paper, the author [63] proposed an intelligent hybrid model using a combination of different classifiers to detect the attack on NSL KDD. The algorithms used are SVM, PCA, Random forest, and decision trees. He performed ten-fold cross-validation on 25192 training instances. The result yielded Random forest, when combined with other classifiers, has a precision rate of 99.9%.

[64] has developed an intrusion detection system with the Naive Bayes classifier. This model provides improved accuracy when compared to other models using the Naive Bayes classifier. A similar experiment was undertaken by [65] with a combination of different
classifiers such as decision trees, naive Bayes, RF, SVM to develop a discriminative multinomial naive Bayes model which performed better than the naive Bayes with an accuracy rate of 96.5% over 76.56%.

[66] proposed a detection framework using Random Forest (RF) classifier. He performed data mining to remove features that are not relevant and thus to lead improved accuracy. He trained the data using RF and detected the highest accuracy for the DOS attack by up to 99.67%.

The author [67] has proposed an ensemble classifier of Artificial neural network (ANN) and Bayesian net classifiers to detect the attacks in the latest NSL KDD and old KDD cup 99 datasets. There were numerous other researchers conducted to improve the detection rate of the attacks using machine learning and deep learning algorithms, which will be explained in the next section.

They have tested various classification techniques such as CART, ANN, Bayesian Net along with its ensemble methods. The experiment has resulted in the highest accuracy rate of 97.53% for ANN and Bayes Net for NSL KDD and 99.41% for KDD cup 99 for 70% partition of the data.
Chapter 5

Methodologies

In this section, Research Methodology is mentioned. From the literature review, we incorporate that there is an immense need in the development of an effective machine learning/ deep learning models for detecting the attack in the dataset.

One of the datasets used for intrusion detection related research projects is called the NSL-KDD dataset. An experiment is conducted to analyze the NSL-KDD dataset and train them using three machine learning algorithms such as Random Forest (RF), Naive Bayes(NB), and hybrid decision trees to detect the attacks.

5.1 Sequence of Steps

This section focuses on the steps taken to perform this research. We describe the sequence of actions taken to obtain the results. Fig 5.1 [68], shows the various steps taken to build this hybrid model. Below is the itemized explanation of each step in the flow diagram [66] [63] [69].

- First, the NSL-KDD dataset is loaded and pre-processed using numerical one-Hot-encoding, which is explained in detail in the next section.

- Then, the Feature selection of the data is made to eliminate redundant and irrelevant data.
Figure 5.1: Sequence of actions for the Hybrid model

- Next, we train the classifiers for all the features and for the reduced features for later comparison.

- The complete Hybrid model is built using these steps by implementing all the three classifiers, such as Random forest, Hybrid decision trees, and Naive Bayes classifier.

- The model is evaluated by its performance in terms of Accuracy, Precision, F-measure, and Recall.

1. **Input Dataset**

   The latest NSL-KDD dataset used in this research overcomes the limitation of NSL-KDD cup 99 datasets [70] [71] [72]. Pre-processing the data is a very important step in preparing the data to be fed into the algorithm. The dataset contains 42 features with the last column indicating whether it is normal and the name of the attack. It contains 80% train set and the remaining 20% test set.

   A sample view of the training and testing set is shown in Fig 5.2 and Fig 5.3 for better understanding. The dataset had the following issues which are addressed for our research:

   - The test set has six missing categories, and we have updated that missing features from a train set.
2. The data column names were missing, and this was fixed by referring to an NSL-KDD pre-processing paper [71] [73] [57]. We created a list of column names and assigned them to each column, with the 42nd column being the category of the attack.

2. Data Pre-processing and Feature Selection

All the data features undergo a data transformation process in order to input it into the algorithm. Data re-modeling is a significant step in this research. Following is the description of how it is being done.

(a) Data Re-modelling

The NSL-KDD dataset consists of 12,5972 data records in the training set and 22,543 data records in the test set. The data has categorical and numerical
values, as shown in Fig 3. It does not have any null or missing values, which made it easy and consistent for detecting the accuracy of the attack. The dataset is treated with various techniques to make it suitable for classification [72] [60]. Following machine learning approaches are taken during the data mining process;

i. One-Hot-encoding(one-of-k): The features are made numerical using one-Hot-encoding [74]. It is used to transform all categorical features into binary features. The input to this must be a matrix of integers will be Sparx matrix with each column holding value of one feature.

ii. Label-encoding: The features are transformed from categorical to numerical using a label encoding approach in machine learning using python [75]. The features are first transformed with Label-encoder from category to a number.

iii. Split Dataset: The dataset is then split into four datasets for every attacking category. Then, we rename every attack label as 0 for normal, 1 for DOS, 2 for Probe, 3 for R2L, and 4 for U2R.

iv. The features are scaled to avoid features with large values that may weigh too much in the results [72].

(b) Feature Selection

Recursive feature elimination (RFE) is performed to bring in the important features out 41 features in the dataset. In this research, we eliminate redundant and irrelevant data by selecting a subset of relevant features that fully represents the given problem. Feature selection with ANOVA F-test. This analyzes each feature individually to determine the strength of the relationship between the feature and labels. Using Second Percentile
method (sklearn. feature selection) to select features based on percentile of the highest scores. When this subset is found: Recursive Feature Elimination (RFE) is applied.

The authors in [73] [59] [60] express that” In the wake of getting the satisfactory number of highlights during the univariate choice procedure, an RFE was worked with the number of highlights went as a parameter to recognize the highlights chose.” This either suggests RFE is utilized for getting the highlights recently chose yet additionally acquiring the position. This utilization of RFE is anyway repetitive as the highlights chose can be gotten in another manner. One can likewise not say that the highlights were chosen by RFE, as it was not utilized for this. The statement could anyway additionally suggest that solitary the number 13 from univariate highlight determination was utilized. RFE is then utilized for highlight determination attempting to locate the best 13 highlights. With this utilization of RFE, one can really say that it was utilized for highlight determination.

We will be proceeding with the data mining; the subsequent choice is considered as this uses RFE. Starting now and into the foreseeable future, 13 features for every attacking category will be considered in this research.

We have not faced any over-fitting or under-fitting problems while conducting this experiment.

3. Classifiers used for the Model

We have selected three classifiers for building this model. The reason behind selecting this combination of algorithms in the Hybrid model is to incorporate both machine learning, deep learning methodologies supervised and
unsupervised learning techniques on the data. The experiment is conducted to measure and validate the performances of these classifiers on the NSL-KDD dataset [62] [71]. The classifiers chosen to build this hybrid machine learning models are described as follows:

(a) Random Forest Classifier

RF is also called as ensemble classifier because it is a package of developed on sample training data. It provides very good accuracy in finding faults. It is known to be a supervised machine learning algorithm [68]. The applications of RF are, it builds multiple decision trees; the trees generated can be used in the future [66].

(b) Hybrid Decisions Tree

These can be used as supervised or unsupervised learning. One of the reasons for choosing decision trees is that they can handle both categorical and numerical data well. These trees are constructed and operated by the recursive partitioning principle. Issues with over-fitting can be addressed by pruning techniques [63].

(c) Naive Bayes Classifier

Is a supervised learning technique which functions on independence assumption in which probability of attributes are independent of the other [64] [76]. NB classifiers provide correct results almost always, and error could be because of noisy data or other data variance. Researches indicate that NB provides accurate results.

4. Performance Metrics

The hybrid machine learning model is tested similar to other machine learning models by measuring its classification accuracy, precision, recall, f-measure and
by taking into account, it's error rate, true positive, false positive [77]. We have used the following parameters and metrics [73], and the confusion matrix is utilized for showing the classification [62] [77].

A confusion matrix is a visual representation of how an algorithm performs. After the classifier is trained, it is applied to test the data. The predicted probabilities are viewed with the help of a confusion matrix. The accuracy, Precision, Recall, and f-measure are analyzed with the below equations. And is depicted with respect to every attack category.

(a) True Positive

The instances which is positive and are correctly predicted as positive by the classifier.

(b) False Positive

The instances considered are negative but are miss-classified as positive by the classifier.

(c) True Negative

The instances considered are negative and are classified correctly as negative.

(d) False Negative

The instances considered are positive, but the miss-classified as negative by the classifier.

(e) Accuracy

The average accuracy rate is calculated by this formula given in equation 5.1.
Accuracy = \frac{TP+TN}{TP+TN+FP+FN} \hspace{1cm} (5.1)

(f) Precision

Is the measure of of exactness [77] 5.2.

\text{Precision} = \frac{TP}{TP+FP} \hspace{1cm} (5.2)

(g) Recall

Measures what percent of positive instances are positive [77] 5.3.

\text{Recall} = \frac{TP}{TP+FN} \hspace{1cm} (5.3)

(h) F-measure: Harmonic mean of precision and recall in order to measure the accuracy of a [77] test 5.4

F-measure = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \hspace{1cm} (5.4)
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Results

6.1 Experiment Details

For this study, 30 papers are thoroughly researched, and the experiment is conducted using a windows HP dual-core personal computer with 8 GB RAM. The environment on which the application is built is called Jupyter, which is a workbench provided by an Anaconda platform. The programming language used for developing this intrusion model is python.

The dataset considered for this research is called NSL-KDD, which has an 80% train set and a 20% test set that is 125,972 records in training set and 22,543 records in the test set. In order to make intelligent decisions with the data, we considered various intelligent decision algorithms such as the Random Forest classifier, Naive Bayes classifier, and Decision trees to build this intrusion detection model. The performance of these classifiers tested on 13 features of the NSL-KDD dataset for DOS, Probe, U2R, and R2L attack types shown in the table below 6.1.

From Table 6.2, 6.3, and 6.4, it is evident that our model, when compared with the performances of other models, provided the highest accuracy for the DOS attack with 99.81% for RF classifier.
Similarly, for the Naive Bayes classifier, our model with 13 features provided an increased accuracy for DOS, Probe, U2R, and R2L attacks when compared to other NB model with 15 features. When compared with other decision trees, our model gave increased accuracy for DOS, Probe, and U2R.

### 6.2 Comparison of Intrusion models

We are comparing the performance of each Rf, NB, and DT classifiers used to build our model with the performance existing intrusion model for the same dataset. Given below is the detail comparison:

<table>
<thead>
<tr>
<th>Classifiers Used</th>
<th>Attack-Type</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest Ensemble Classifier</td>
<td>DOS</td>
<td>99.81</td>
<td>99.91</td>
<td>99.65</td>
<td>99.79</td>
</tr>
<tr>
<td></td>
<td>Probe</td>
<td>99.53</td>
<td>99.61</td>
<td>99.16</td>
<td>99.39</td>
</tr>
<tr>
<td></td>
<td>R2L</td>
<td>98.03</td>
<td>97.50</td>
<td>96.26</td>
<td>97.20</td>
</tr>
<tr>
<td></td>
<td>U2R</td>
<td>99.70</td>
<td>94.88</td>
<td>82.82</td>
<td>87.11</td>
</tr>
<tr>
<td>Naive Bayes Model</td>
<td>DOS</td>
<td>86.73</td>
<td>98.82</td>
<td>70.30</td>
<td>82.14</td>
</tr>
<tr>
<td></td>
<td>Probe</td>
<td>97.89</td>
<td>97.32</td>
<td>96.05</td>
<td>96.65</td>
</tr>
<tr>
<td></td>
<td>R2L</td>
<td>93.56</td>
<td>89.09</td>
<td>95.08</td>
<td>91.62</td>
</tr>
<tr>
<td></td>
<td>U2R</td>
<td>97.25</td>
<td>60.13</td>
<td>97.91</td>
<td>66.06</td>
</tr>
<tr>
<td>Hybrid Decision Trees</td>
<td>DOS</td>
<td>99.63</td>
<td>99.50</td>
<td>99.66</td>
<td>99.58</td>
</tr>
<tr>
<td></td>
<td>Probe</td>
<td>99.57</td>
<td>99.39</td>
<td>99.26</td>
<td>99.32</td>
</tr>
<tr>
<td></td>
<td>R2L</td>
<td>97.92</td>
<td>97.15</td>
<td>96.95</td>
<td>97.05</td>
</tr>
<tr>
<td></td>
<td>U2R</td>
<td>99.56</td>
<td>86.48</td>
<td>91.67</td>
<td>88.62</td>
</tr>
</tbody>
</table>

Figure 6.1: Accuracy predicted for all attack types with 13 features for three classifiers.
1. Comparing RF classifiers

<table>
<thead>
<tr>
<th>Attack Class</th>
<th>Our Hybrid Model with 13 features</th>
<th>Another Model with 41 features &amp; 15 features</th>
<th>Another model with 41 features</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOS</td>
<td>99.81</td>
<td>98.7</td>
<td>99.1</td>
</tr>
<tr>
<td>Probe</td>
<td>99.63</td>
<td>97.6</td>
<td>98.9</td>
</tr>
<tr>
<td>U2R</td>
<td>99.70</td>
<td>97.5</td>
<td>98.7</td>
</tr>
<tr>
<td>R2L</td>
<td>98.03</td>
<td>96.8</td>
<td>97.9</td>
</tr>
</tbody>
</table>

Figure 6.2: Comparing the results of our model with the performances of other Random Forest classifiers

In this paper [66] and [59], the RF algorithm yields very close accuracy of 98.7 % for DOS, 97.6% for Probe, 97.5% for U2R, and 96.8% for R2L compared to our model which is as shown below in Fig 6.2.

We can see that our model provided higher accuracy for DOS, U2R, and R2L attack compared to other models.

2. Comparing the results of Naive Bayes classifier

In this paper [76], the accuracy DOS, Probe, U2R, and R2L for the dataset with 41 features and 15 features are obtained as 75.0%, 75.1%, 74.3%, and 71.1% which is less compared to the results obtained in this paper [59]. However, our model outperforms the first model by providing increased accuracy for DOS as 86.73%, Probe at 97.89%, U2R as 97.25%, and R2L as 93.56% as shown in 6.3.

3. Comparing the results with other Hybrid Decision Trees

We compared the accuracy of our model with the performances of the other two papers, [60] and [62]. The results are shown in table 6.4. We can see that
Figure 6.3: Comparing the results of our model with the performances of other Naive Bayes classifiers

<table>
<thead>
<tr>
<th>Attack Class</th>
<th>Our Hybrid Model with 13 features</th>
<th>Another Model Accuracy of 41 &amp; 15 features</th>
<th>Another model with 41 features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accur</td>
<td>Preci</td>
<td>Recall</td>
</tr>
<tr>
<td>DOS</td>
<td>86.73</td>
<td>98.82</td>
<td>70.30</td>
</tr>
<tr>
<td>Probe</td>
<td>97.89</td>
<td>97.32</td>
<td>96.05</td>
</tr>
<tr>
<td>U2R</td>
<td>97.25</td>
<td>60.13</td>
<td>97.91</td>
</tr>
<tr>
<td>R2L</td>
<td>93.56</td>
<td>89.09</td>
<td>95.08</td>
</tr>
</tbody>
</table>

Figure 6.4: Comparing the results of our model with the performances of other Hybrid decision trees

<table>
<thead>
<tr>
<th>Attack Class</th>
<th>Our Hybrid Model with 13 features</th>
<th>Another Model with 6 features</th>
<th>Another model with 41 features</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOS</td>
<td>99.63</td>
<td>99.1</td>
<td>99.1</td>
</tr>
<tr>
<td>Probe</td>
<td>99.57</td>
<td>98.9</td>
<td>98.9</td>
</tr>
<tr>
<td>U2R</td>
<td>99.66</td>
<td>98.7</td>
<td>98.7</td>
</tr>
<tr>
<td>R2L</td>
<td>97.92</td>
<td>97.9</td>
<td>97.9</td>
</tr>
</tbody>
</table>

Our model gave an accuracy of 99.6% for DOS, 99.57% for Probe, 99.66% for U2R, and 97.92% for R2L. Moreover, it shows that our model performed better for DOS, Probe, and U2R with almost the same accuracy for R2L.
4. Recursive Feature Elimination Cross-validation (RFECV)

Recursive feature elimination (RFE) is a feature determination technique that fits a model and expels the weakest feature until the predefined number of highlights is reached. Features are positioned, and by recursively killing few features for every recursion, RFE endeavors to dispense with conditions and collinearity that may exist in the model. The experiment reveals that RF has the highest accuracy compared to other algorithms, followed by hybrid decision trees. We have plotted the number of features versus the number of cross-validation scores for illustration. Following is the RF RFECV plot for all four attack types shown in Fig. 6.5 6.6 6.7 and 6.8.

We can see that in Fig 6.5, the curve provides excellent accuracy as the number features increases. As we are selecting 13 features each of 122 and then getting 13 best features from 122 from RFE, the curve captures all the informative features are added in the model and remains with almost the same accuracy of 99.81% and F-measure of 99.7%. It indicates that the model performs best for all 13 to 122 features even there are slight variations in the curve for the DOS attack.

The same follows for Fig 6.6 and Fig 6.8 with slight variation in accuracy of Probe as 99.63%, R2L as 98.03%. However, the accuracy of a number of features captured for U2R gradually increases in 8 features are added into the model and then decreases in accuracy as non-informative features are added. This process takes place recursively until all the features have been added to the model.

RF has the highest accuracy as compared to other classifiers.
Figure 6.5: Random Forest RFECV DOS

Figure 6.6: Random Forest RFECV Probe
Figure 6.7: Random Forest RFECV U2R

Figure 6.8: Random Forest RFECV R2L
Chapter 7

Future Work and Conclusion

Due to the enormous growth in cyber-attacks, there is a requirement of an effective intrusion detection system to protect the data and the network. This thesis is an effort towards the development of a significant intrusion model. Firstly, we have reviewed over 56 papers on intrusion detection techniques from 2009 to 2019. We found that some of the detection techniques, such as machine learning, deep learning, and blockchain technology, play a vital role in constructing these life-saving systems. A literature review provides background on these techniques with their applications and limitations in the area of intrusion detection.

Our next step is that we researched over 30 papers and proposed an intrusion detection model using three classifiers and compared their performances with existing models with the NSL-KDD dataset.

In this work, we have considered three classifiers, namely Random Forest, Naive Bayes, and decision trees. In future work, we suggest using algorithms like K-Nearest neighbor and other deep learning algorithms to achieve good classification accuracy for a greater number of features in the dataset. Furthermore, popular data mining techniques such as deep neural networks and dbscan can be used to improve the results in the future.
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