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Widely used in the treatment of cancer, radiation therapy delivers a lethal dose of

energy to malignant tissue. Modeling the deposition of energy in the interactions of the

radiation with biological material is important to accurately predict the dosimetry and the

subsequent biological outcomes. Recently, nanoparticles have been observed to increase the

effective damage during radiation therapy. In this study, charged particle interactions with

biological materials were studied to model energy deposition and electron transport, as well as

a comparison study of fast ion interactions with gold nanoparticles acting as radiosensitizers.

Electron emission from metal and hydrated metal surfaces was measured for irradia-

tion by protons and carbon ions in an energy range of maximum energy deposition, 1 to 6

MeV (near the so-called Bragg peak). Doubly differential electron emission yields were mea-

sured under ultra-high vacuum conditions using the spectroscopic technique time-of-flight

analysis for low-energy electrons. This study included targets that are relevant for biological

modeling, such as amorphous solid water, as well as for nanoparticle radiosensitizers, such as

gold nanostructures, for which surface plasmon resonances have been proposed to contribute

to the secondary electron emission.

The goal of our research group is to investigate charged particle interactions with



various biologically relevant targets applicable to the therapeutic treatment of malignancies.

Monte Carlo electron transport codes use theoretical doubly differential cross sections, with

respect to emission angle θ and electron energy ε, to model these interactions. In order to

test and improve the Monte Carlo code, doubly differential electron yields from various solid

state targets are measured experimentally in ultra-high vacuum conditions.

Previously, the time-of-flight electron detection method has been used to measure

doubly differential electron yields from fast ion interactions with metallic, amorphous solid

water, and hydrocarbon targets with high energy resolution at low electron energies (0.1 -

100 eV) [1–3]. This project has extended the energy range and complexity of the targets

used to measure electron emission with high resolution by measuring doubly differential

electron yields for proton and carbon ion beam interactions with gold foil, silicon-embedded

gold nanoparticles, and thin gold nanoparticle films with and without amorphous solid water

environments.
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1 Introduction

The study of ionizing radiation and its effects on biological material is directly appli-

cable to radiation therapy for the treatment of cancer. Half of all cancer patients’ treatment

plans involve the use of radiation therapy in conjunction with surgery, chemotherapy, and

immunotherapy. X-rays are the most commonly used form of ionizing radiation in can-

cer treatment plans and have proven useful for suppressing tumor growth rates, extending

patient survival times, and completely eliminating malignancies. The use of X-rays for radia-

tion therapy dates back to 1899 after Dr. Wilhelm Roentgen (the first recipient of the Nobel

Prize in Physics in 1901) gave his famous lecture “Concerning a New Kind of Ray”. The

use of protons for radiation therapy was proposed much later in 1946 by Robert Wilson [4].

Proton interactions with matter exhibited far less damage to healthy tissue along the path

of the projectile while administering a large dose to the tumor deep within the tissue. The

use of protons in cancer therapy was implemented for the first time in 1954 at the Lawrence

Berkeley National Laboratory to treat a pituitary gland tumor. Decades later, carbon and

other heavy ions were shown to be more efficient than protons in the killing of malignancies.

In 1975, carbon ions were first used as ionizing radiation in the treatment of cancer at the

Lawrence Berkeley National Laboratory. The United States pioneered the use of heavy ions

in radiation therapy, but later abandoned this field due to the high cost of carbon and other

heavy ion production facilities. In the early 1990’s, both Germany and Japan revived the use

of carbon ion radiation therapy, building new treatment facilities and serving as the world’s

leaders in carbon ion therapy research [5, 6].

To complement clinical, in vivo, and in vitro studies, biomedical physicists perform

fundamental atomic physics measurements and simulations of secondary electron emission.

Secondary electron emission is known to be the dominant contributing factor in energy depo-

sition caused by ionizing radiation. Interaction cross sections for the probability of secondary

electron emission in ion-atom collisions can be measured using low-density gas targets. These

cross section measurements can be used to model energy deposition in simulations. Modifica-



tions to theoretical models of ion interactions with matter give insight into the fundamental

processes involved in radiation therapy and help model the dosimetry in treatment planning.

As theoretical models have advanced to incorporate more complex target environ-

ments like water and DNA, interaction cross sections for condensed matter targets are desired

for model improvement. Interaction cross section data from solid targets is unobtainable due

to high target density and complexity. Instead, electron yield measurements have been used

for comparison to simulation outputs as a way to test theoretical models. Proton interac-

tions with gas [7–12], metallic [1, 3, 13–30], and non-metallic targets [1–3, 8, 19, 23, 31–

38], have been studied for comparisons to theoretical models. Carbon ion interactions with

metallic and non-metallic targets have been studied and these measurements are important

for modeling the dosimetry, but are less available [16, 25, 27, 33, 39].

During the course of this work, an ultra-high vacuum chamber and ajoining time-of-

flight data analysis system, previously employed by Dr. Robert McLawhorn in the Kansas

State University J. R. Macdonald Accelerator Laboratory, was rebuilt and updated in the

East Carolina University Accelerator Laboratory. Doubly differential electron yields from

condensed phase targets relevant to theraputic applications were measured to establish a

catalog of experimental results to be used for direct comparison to simulation. A new beam

pulser was designed and custom-built in-house, utilizing workshop and expert staff resources

in the ECU department of physics. Electron emission measurements from 1, 2, and 4 MeV

proton interactions with gold foil and amorphous solid water were measured to expand the

energy range of previously measured 2 MeV proton on gold foil experiments performed by

Dr. Robert McLawhorn. Doubly differential electron yields from 0.2 MeV/AMU and 0.5

MeV/AMU carbon ion interactions with gold foil and amorphous solid water were measured

in order to improve dosimetry modeling for heavy ion therapy in the Bragg peak energy

range. Due to the recent interest in gold nanoparticles used as radiosensitizers in radiation

therapy, doubly differential electron yields from proton and carbon ion interactions with

silicon-embedded gold nanoparticles and thin gold nanoparticle film.
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1.1 Ionizing Radiation

The majority of energy deposition from ionizing radiation interacting with matter

occurs in the form of ionization and excitation of target atom electrons by incident projectiles.

Electrons liberated through ionization are referred to as secondary electrons and will continue

to travel through the medium causing a cascade of further ionization and excitation until

reaching a thermal energy. The vast majority of the secondary electrons generated by ion

interactions are in the low energy range of 0 - 100 eV and are primarily responsible for the

total dose delivered to a target volume.

One of the tools used for modeling energy deposition by ions is Monte Carlo track

structure code. Step by step tracking of secondary electrons and subsequent ionizations

and excitations due to coulombic interactions are simulated by random number generation

and piecewise cross section functions. A visual output form a track structure simulation for

various ions traveling through water is shown in Fig.1 [40]. As the ions in this simulation

traveled through the water environment, ionizations, auto-ionizations, and excitations gen-

erated secondary electrons, most of which were low energy electrons with very short ranges.

Some of these secondary electrons were given a large amount of energy from the simulated

incident projectile to create long trails, or tracks, of successive ionization, auto-ionization,

and excitation electron events shown as various colored spheres. The number of secondary

electrons Ne generated by fast ions passing through matter is given by

Ne = NpnLσ (1)

where Np is the number of incident projectiles, n is the target particle density, L is the

projectile path length for a given volumetric region of interest, and σ is the cross section,

or probability of secondary electron production. This cross section σ increases with atomic

number Z and can be seen in Fig.1, as the heavy ion projectile (bottom left) generated far

more secondary electrons than the proton projectile (bottom right).
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1.1.1 Biological Effects

Secondary electron production from ion interactions with matter not only scales with

atomic number Z, but is also highly energy dependent. Secondary electron emission rates

from X-ray interactions with matter decays exponentially with distance traveled in the tar-

get material. Secondary electron emission rates from ion interactions with matter increase

dramatically near the end of their track (0.2 MeV/AMU). This phenomenon was discovered

by W.H. Bragg and formally became known as the Bragg peak. Bragg made early measure-

ments of this characteristic spectrum using alpha particles produced by a radium salt source

in an ionization chamber in 1904 [41]. This increased electron emission at the end of fast ion

tracks is typically analyzed by calculating dose

D =
EA
m
, (2)

or the absorbed energy EA per unit mass m in a target volume. Dose is typically measured

in joules per kilogram, or gray (Gy). Dose distributions of the Bragg peaks produced by a

variety of ions interacting with matter have been measured extensively since this discovery

[42]. Dose-depth curves for X-rays, protons, and carbon ions traveling through tissue are

shown in Fig.2. In order to deliver a lethal dose of radiation to a tumor using X-rays, a large

amount of dose will be delivered to healthy cells along the entrance path. Dose to this same

healthy tissue is also inevitable for proton and carbon ion irradiation, but is substantially

less. Additional dose delivered to healthy tissue after the tumor cite by X-rays, referred to

as the exit dose, is not shown in Fig.2. Proton and carbon ion radiation give very little exit

dose, negligible in comparison to X-rays. This significant difference in damage to healthy

tissue is the main reason ion therapy, although much more expensive to provide, has proven

to be more effective in treatment. When comparing proton dose to carbon ion dose, it can

be noted that carbon ions deposit less dose on the entrance path, in general, but deliver

more exit dose past the tumor site.
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Figure 1: Electron track structure Monte Carlo simulation for a high energy hydrogen ion
(bottom right), helium ion (top left) and sodium ion (bottom left) traveling through a water
environment. This image shows the recorded events from 38 fs of travel time. Each ionization
or excitation event caused by a secondary electron emission is marked by a colored sphere.
Low energy electrons are the most common and have short tracks that end near the incident
ion. Less common high energy electron emissions leave behind a long trail of excitation and
ionization event markers. [40].



Relative biological effectiveness

RBE =
DI

DX

(3)

is the ratio of X-ray dose DX to ion therapy dose DI that produces the same biological effects.

These biological effects are generally measured through in vitro cell survival studies which

account for cell death from physical processes like single and double strand DNA breaks from

secondary electron collisions and chemical processes including free radical production from

the ionization of water molecules. Interrupting the cell cycle though necrosis or inducing cell

apoptosis through direct DNA damage are the main causes of cell death in ionizing radiation

studies. For proton therapy, an accepted RBE value of 1.1 in the Bragg peak region has

been used for decades, but new studies are challenging this approximation by considering

dose dependency on RBE for proton therapy. When comparing effective cell killing for in

vitro studies, an increasing RBE from 1.15 to 1.4 has been measured in the 2 - 0 Gy region,

which occurs in the distal tail of an ion’s track in the tumor region of interest [43–45].

1.1.2 Clinical Applications

Techniques for treating malignancies with ion therapy have been practiced since the

1950s and have proven more effective at delivering lethal dose to malignancies while pre-

serving healthy tissue than X-ray therapy [46]. At the time of this publication, 96 proton

therapy centers were active worldwide with over 225,000 total patients treated as of Decem-

ber 2019 [6]. These proton therapy centers were located in Austria (1), Belgium (1), China

(2), Czech Republic (1), Denmark (1), England (5), France (3), Germany (5), India (1),

Italy (3), Japan (18), Poland (1), Russia (5), South Korea (2), Spain (2), Sweden (1), Tai-

wan (2), The Netherlands (3), and the United States (41). There were 12 active carbon ion

therapy centers at the time of this work with over 34,000 total patients treated worldwide as

of December 2019 [6]. These carbon ion therapy centers were located in Austria (1), China

6



Figure 2: Comparison of the dose-depth relationship for photon, protons, and carbon ions
in tissue. [47]



(2), Germany (2), Italy (1), and Japan (6).

Proton therapy has been used to treat a wide variety of cancer types, mainly in cases

where tumor location relative to sensitive organs requires increased dose delivery precision.

A illustration of a dose delivery treatment plan simulation for the treatment of prostate

cancer with proton therapy is shown in Fig.3. In this treatment plan, proton beams are

scanned over multiple entrance angles to deliver an integral lethal dose to the tumor site.

When compared to the X-ray treatment plan, far less healthy tissue is exposed to ionizing

radiation as the high dose at the end of the proton beam track allows for fewer entrance

angles and the Bragg peak nature of proton therapy offers little to no exit dose. Carbon ion

therapy is less common in practice than proton therapy due to cost, but is becoming cheaper

and more readily available. Carbon ion therapy clinical trials and patient records have been

accumulating and have shown increased malignant cell killing efficiency with less negative

symptoms in patients.

Clinical trials have been done for carbon ion therapy showing high 5-year survival

rates and low toxicity for the treatment of prostate, head, neck, lung, liver, bone, and soft

tissue, rectal, and pancreatic cancers when compared to standard X-ray therapy [48–50].

Carbon ion therapy has been shown to be just as effective as proton therapy in the treatment

of prostate cancer with half the total therapy sessions, or fractionations, at the same total

tumor dose. A lethal dose to prostate cancer is typically delivered in 32 fractions over 8

weeks for proton therapy and 20 fractions over 5 weeks for carbon ion therapy. A recent

clinical trial of over 700 patients who received carbon ion therapy for prostate cancer over a

5 year period showed significantly less genitourinary toxicity with equal 5-year survival rates

from 57.6 Gy treatment plans of 16 fractions over 4 weeks compared to 63.0 Gy treatment

plans of 20 fractions over 5 weeks [51]. A new clinical trial is currently being done to test the

efficacy of 51.6 Gy treatment plans over only 12 fractionations with expectations of further

lowering toxicity and improving patient quality of life while maintaining 5-year survival rates

comparable to previous treatment plans.
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Figure 3: Dose distributions of 40 Gy to the prostate gland by proton (a) and X-ray (b)
therapy. In both cases, multiple beams were used at various angles to administer an inte-
grated dose. This figure illustrates the lessening of dose to healthy tissue due to the Bragg
peak efficacy and lack of exit dose [52].



1.1.3 Gold Nanoparticles as Radiosensitizers

GNPs are ideal radiosensitizers as they can be manufactured with size distribution

in the 1-150 nm range [53–55]. Nanoparticles of this size are excellent for passive uptake

at specific tumor sites due to their low permeability to normal healthy tissue but high per-

meability to locally damaged capillaries surrounding tumors [56–58]. As a high-Z material,

GNPs have high photoelectric and secondary electron emission probabilities. This physical

dose enhancement is complemented by the large surface area to volume ratio available for

coatings of targeting proteins used to enhance cellular uptake [59–61]. A diagram of this

GNP coating cellular uptake process is shown in Fig.4 [62].

In vitro studies for X-ray irradiation of immortalized cell lines in the presence of

glucose and citarte coated GNPs (16 - 50 nm) have shown significant cell survival fraction

reduction for cancer cells [63–66]. In vivo studies on the radiosensitization of various coating

GNPs (2 - 50 nm) during X-ray irradiation has shown delay in tumor growth and increased

long-term specimen survival when compared to treatments of equal dose [64, 67, 68]. At the

time of this writing, in vitro studies on the cell survival of immortalized human cells in the

presence of coated GNPs under proton and carbon ion irradiation were in progress in the

ECU Accelerator Laboratory. These studies aim to compare similar dose rates, total local

dose, and GNP concentration effects to similar X-ray irradiation measurements.

1.2 Ion Induced Electron Emission from Solids

Experimentally measuring secondary electron emission in solids requires several con-

siderations. Unlike gas targets, the target density is high, so the ability to know if an electron

emitted from the surface of a target was produced by the incident projectile or a secondary

electron from an ionization or excitation event of the incident projectile is impossible. For

this reason, cross sections cannot be measured for ion interactions with solid targets. In

modeling biological systems, theoretical cross sections must then be used in simulations. So

instead of cross section measurements, electron yield measurements are made to compare to
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Figure 4: Coatings on GNPs both reduce toxicity and posess targeting proteins used to
enhance cellular uptake through endocytosis, enhancing DNA damage from short range
secondary electron emission [62].



the electron yield outputs of Monte Carlo models.

In order to understand electron yield measurements, a series of fundamental physical

quantities must be defined. Stopping power

S = −dE
dx

(4)

is defined as the energy loss per unit length of a particle traveling through matter. The

range

R =

∫ E0

0

1

S
dE (5)

of such a particle is given by integrating the reciprocal stopping power over energy, where E0

is the initial kinetic energy of the particle. This understanding of particle range in matter

involves a “continuously slowing down approximation” where the stopping power is assumed

to be a continuous function of energy. This is not always the case, as most ion-material

interactions show high energy dependence in stopping power [69]. A large catalog of various

stopping power measurements have been made over the last century and are available in a

database with accompanying extrapolation code, named The Stopping and Range of Ions

in Matter (SRIM), provided by Ziegler [70–72]. With these two concepts, a wide array of

predictions were made including the need for thin target foils on the order of 1 µm to allow

the passage of ions in the low energy (< 6 MeV) range used in this investigation.

In order to escape the surface of a solid, electrons must overcome a surface barrier

potential

U = EF + Φ (6)

where EF is the Fermi energy of the conduction band (1 - 15 eV) and Φ is the work function

of the material (4 - 6 eV). Therefore, the energy of an electron emitted from the surface of

a solid target must be

ε = εi − U (7)
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where εi is the initial energy of the electron before overcoming the surface barrier potential.

The probability of electron escape from the surface of a solid can be expressed as

P (ε) = 1− U

εi
. (8)

1.2.1 Total Electron Yields

Total electron yield

γ =
Ne

Np

(9)

from ion interactions with solid-state materials is the total number of electrons Ne emitted

per incident ion projectile Np. Total electron yield should be formally defined as the sum,

γ = γB + γF , (10)

of backward yield γB and forward yield γF . The total electron yield from ion interactions

with solids depend heavily on both the projectile and target material. These dependencies

are given by

γ =
PL

2I
S (11)

where P is the probability of escape, discussed previously, L is the mean free path of the

electron, I is the ionization potential of target electrons, and S is the stopping power. Total

electron yield is typically written as

γ = ΛS (12)

where Λ was known as the “material parameter” in atomic physics until recently. Measure-

ments of total yields for 10 keV - 24 MeV proton interactions with various thin metallic foils

were made by Hasselkamp et al. in 1986 and are shown in Fig.5 [22]. Further measurements

from higher Z ion projectiles have been made, showing an additional projectile dependence

on Λ. This “gamma factor” has been shown to decrease with high Z projectiles [15, 73].
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Figure 5: Total electron yields from 10 keV - 10 MeV proton interactions with Au, Ag, Cu,
and Al foils. [22].



1.2.2 Singly Differential Electron Yields

Beyond total accumulated charge methods of measuring total electron yields form

ion interactions with solids, measurements can be made showing the energy and angular

distribution of electron emission. Measurements of these isolated parameters in the total

electron emission spectrum is referred to as differential yields. The differential of total

electron yields in energy dγ/dε or angle dγ/dθ can be written as γ(ε) and γ(θ) respectively

and are both referred to as singly differential electron yields. The angle θ here is with

reference to the projectile direction of motion. Making singly differential electron yield

measurements further probes the fundamental nature of spatial and energetic

structure of electron emission useful for understanding track structure and dose dis-

tributions.

Singly differential electron yields with respect to energy γ(ε) are highly dependent

on projectile type and energy, as well as target material. With careful consideration of

surface contamination attenuation effects and energy loss from the surface barrier potential,

this method of measurement provides critical insight into the abundance of low energy (<

100 eV) electrons primarily responsible for DNA damage during ion therapy. Typical γ(ε)

measurements are found from backward scattered electron emission, as only sufficiently thin

targets produce forwards scattered electrons. A plot of backward scattered singly differential

electron yields γ(ε), showing target material and projectile energy dependence, is shown in

Fig.6.

1.2.3 Doubly Differential Electron Yields

Electron yields differential in both energy ε and angle θ are referred to as doubly

differential electron yields dγ/(dεdθ), typically written as γ(ε, θ). These spectra are the most

informative in studying the electron emission from ion interactions. Structure can be seen

in these spectra from various electromagnetic and quantum mechanical processes occurring

in the coulombic interactions between projectiles and target electrons. An instructive
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Figure 6: Singly differential electron yields γ(ε) from (a) 500 keV proton interactions with
clean metallic foils, as well as singly differential electron yields γ(ε) from (b) 100 - 800 keV
proton interactions with clean Au foil. [22].



plot of various spectral structure found in doubly differential electron yields, adapted from

Frischkorn et al is shown in Fig.7 [74]. This figure, log-log scaled intensity vs. electron

velocity, shows common structure found in forward scattered doubly differential electron yield

spectra at 0 degrees and other forward angles. Characteristic peaks are shown from Auger

electron production from both the projectile and target atom electron shell vacancy filling

after ionization. These Auger electron peaks from the projectiles and target materials are

predictable because energy gaps between electron shells in atoms are discrete and unique. An

electron peak of “convoy” electrons will appear on doubly differential electron yield spectra

where, through a charge exchange into a continuum state, ionized electrons pass through the

target material with positively charged projectile ions at the projectile velocity. Electrons

emitted as a result of elastic collisions with incident projectiles are forward-scattered with

a velocity twice that of the incident projectile through momentum exchange. These binary

encounter electrons will be discussed later in this publication and will dominate the forward

scattered doubly differential electron yield spectra for this investigation.

Doubly differential electron yields from 1.2 MeV proton interactions with carbon foil

at 0 degrees, made by Rothard et al, is shown in Fig.8 [73]. This plot, scaled by electron

energy, shows a specific example of the generic plot previously discussed. Carbon target

Auger electron, binary encounter electron, and convoy electron peaks are shown, as well

as the location of the plasmon decay peak. A plasmon is a cascade, or wave, of nearly

free electrons acting as an electron gas generated by an excitation process described by the

dielectric response theory. This wave of electrons has a frequency

ωplasmon =

√
nee2

meε0
(13)

where ne is electron density, e is electron charge, me is electron mass, and ε0 is the permit-

tivity of free space. The corresponding energy of this electron wave is given by

Eplasmon = ~ωplasmon. (14)
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Figure 7: Generic instructive diagram of doubly differential electron yields γ(ε, θ) spectra
features at 0 degrees and an arbitrary angle between 0 and 90 degrees from the incident
projectile, adapted from Frischkorn et al [74].



Figure 8: Doubly differential electron yields γ(ε, θ) from 1.2 MeV proton interactions with
clean carbon foil adapted from Rothard et al [73].



2 Materials and Methods

The experimental results for this work were obtained in the East Carolina Univer-

sity Accelerator Laboratory (ECUAL) under the supervision of Dr. Jefferson Shinpaugh.

The ECUAL utilizes a National Electrostatics Corporation (NEC) 2 MV Tandem Pelletron

Accelerator to produce fast ions of various species and charge states [75]. Proton and car-

bon ion beam was created using a cesium ion sputter source designed by Middleton et al

[76]. Electron yields were measured in an ultra-high vacuum (UHV) chamber equipped with

electrostatic detectors designed for time-of-flight (TOF) analysis. Supporting vacuum tech-

nology, beam manipulation equipment, electronics systems, and data acquisition software

were used in collaboration throughout the accelerator system to maintain adequate pressure

and beam stability necessary for this work. In addition, the ECU department of physics hosts

a staff of technical support including a machine shop, electronics shop, and engineering lab

capable of fabricating custom hardware and software.

2.1 Ion Source

The ion source used to generate ion beam for this project was a cesium ion sputter

source designed by Roy Middleton [76]. A diagram of this ion source is shown in Fig.9. A

reservoir of cesium was heated to vapor form at roughly 100°C. The cesium gas was injected

into the center of a tantalum ionizer coil, heated to approximately 1200°C, which phase-

changed the cesium vapor into Cs+ plasma. This positively charged plasma was attracted to

the negatively biased cathode assembly. A diagram of the cathode target is shown in Fig.10.

The cathode was packed with a target powder capable of generating a wide range of ions at

various beam currents. Titanium hydride and graphite powders were selected for H- and C-

ion production respectively. A plot of typical H- production by a titanium hydride packed

cathode over time is shown in Fig.11. The desired charge-to-mass ratio ion beam produced

by this ion source was selected via an inflection magnet before injection into the accelerator.



Figure 9: Diagrammatic display of the cesium ion sputter source used to produce ion beam.
Cesium gas is generated in the cesium oven, transferred to the sputter target, and phase
shifted into plasma via proximity to the 1000°C tantalum ionizer. The resulting ion beam is
accelerated to the right [76].



Figure 10: Cathode assembly used in ion sputter source, labeled as “sputter target” in Fig.9.
The aluminum or copper cylinder has a powder-filled cavity that when sputtered generates
a variety of ions [76].



Figure 11: Expected beam output over time for titanium hydride cathode target [76].



The middleton design used for this sputter ion source utilizes a coiled cylindrical

heating element coated in tantalum, referred to here simply as the ionizer. A cross-sectional

diagram of the ionizer, designed by HeatWave Labs, is shown in Fig.12. The ionizer requires

a high-vacuum environment to achieve operational current and temperature. In practice,

the ionizer current must be ramped up and down slowly to avoid compromising material

integrity. For this reason, the ionizer is the primary component considered when designing

both start-up and shut down procedures. Typical operating conditions of the ionizer are 21

A, 200 W at 1200°C. This high temperature is necessary to phase shift the injected cesium

gas into plasma. The positively charged cesium nuclei within the plasma are accelerated

towards the cathode and sputter ions off the surface of the cathode powder reservoir.

Prior to ion source operation, several safety procedures are required by the ECUAL

laboratory safety plan. For radiation safety, the ECUAL is equipped with a LUDLUM

model 375 Area Monitor positioned above the central terminal with an alarm threshold of

0.5 mR/hr. Before starting the ion source, a Cs-137 standard source of activity 5 µCi is used

to test the survey meter alarm. For electrical safety, a grounded shorting rod was attached

to the ion source at all times when not in operation. Removing the shorting rod from the

ion source allows for high voltages of up to 10 kV to be applied, but presents an electrical

hazard. To protect the operators, a cage was installed around the source with two access

panels, equipped with electrical interlocks. The access panel interlocks must be closed for the

high voltage power supplies to operate. An additional power supply interlock was located

outside of the ion source cage, requiring a key kept under the supervision of ECU Accelerator

Engineering.

Visual inspections of ion source ancillary equipment were required prior to operation.

The beamline gate valve between the low energy beamline and accelerator remained closed

until the ion source reached operational parameters. A low energy beamline pressure of

less than 1 µTorr was verified prior to operation for optimal beam conditions and ionizer

integrity.
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Figure 12: Diagram of the ionizer used to generate cesium plasma, provided by HeatWave
Labs.



A Thermo Fisher NESLAB chiller circulated ethylene glycol and water through the

cathode assembly to maintain thermal stability. The NESLAB chiller was equipped with a

flow meter and thermometer to monitor circulation and operating temperature. An operating

temperature of the coolant was verified to be less than or equal to 20°C. A Faraday cup

located on the low energy beamline was inserted to measure beam current and act as a beam

stop during low energy beam optimization.

The ion source power supplies were set to operational values in a time-sensitive chrono-

logical order. The various power supply connections for the ion source are shown in Fig.13

The extraction accelerating column positioned post ion source and pre-inflection magnet was

first set to 30 kV to clear the ion source of sputtered beam and provide enhanced beam focus-

ing for low energy optimization. The inflection magnet current was then set to a previously

known value for selecting the ion of choice. A typical value for the inflection magnet current

was roughly 2 A for H- beam throughput. The remaining high voltage power supplies for the

source voltage, cathode voltage, and einzel voltage were then set to previously found values

for maximum beam current for the given ion of choice. The source voltage and cathode

voltage typically sum to a value of roughly 6 kV. Once these voltages were set, the ionizer

current was stepped up to 22 A by 2 A every five minutes. This high current resulted in an

operational temperature of roughly 1200°C. The canal connecting the cesium reservoir and

ion source was then heated by a 28 W coil heater. The cesium oven was then set to 5 W.

The temperature of the cesium oven was monitored at these settings until a temperature of

24°C was reached. This temperature readout was taken by a thermocouple located on the

oven, and has been previously determined to be primarily a result of the canal reaching a

maximum operating temperature. The cesium canal was heated prior to the cesium oven to

prevent buildup of flow-limiting cesium residue in the canal. After the canal was sufficiently

heated, the cesium oven was set to 30 W. This oven heater setting resulted in an oven tem-

perature of roughly 100°C in one hour. During this time, beam current on the low-energy

Faraday cup was monitored by an RBD 9103 Autoranging Picoammeter with a resolution
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Figure 13: Electrictonics diagram for the cesium sputter ion source. Cesium plasma was
accelerated to the left towards the negatively biased cathode assembly (green). Negative
ion beam produced by cesium sputtering was repelled from the cathode bias (green) and
accelerated through the source bias (yellow) and the accelerating column (blue) [76].



of 1 nA at 20 µA full scale. At an oven temperature of 100°C, parameters including inflection

magnet current, vertical steering magnet current, source voltage, cathode voltage, and einzel

voltage could be adjusted to maximize beam current on the low-energy Faraday cup. Typical

low-energy beam currents of roughly 10 µA H- were measured with this procedure. A freshly-

packed cathode typically lasted roughly 20 hours under these conditions.

In the case of a loss in beam current during data collection due to insufficient cathode

target output, the cathode could be changed without repeating the ion source start-up

procedure. The high voltage power supplies associated with the ion source were set to 0V

while the ionizer, canal, and oven currents remained constant. The interlock-equipped access

panel was opened, and the shorting rod was attached to the source. This triple redundancy

provided adequate electrical safety measures to handle the cathode assembly. The cathode

assembly can then be retracted beyond the gate valve without a loss in vacuum. The gate

valve was closed to isolate the cathode assembly from the source. After installing a new

cathode, the cathode assembly was reinserted into the pre-valve chamber. This chamber

was evacuated to rough vacuum before re-opening the gate valve and setting the cathode

assembly in place.

The software used to control the ion source components was created by Accelerator

Engineering staff at ECU with Nation Instruments’ Laboratory Virtual Instrument Engineer-

ing Workbench (LabVIEW). The LabVIEW user interface is shown in Fig.14. This interface

allowed the operator to adjust input settings, operate faraday cups, and monitor readouts.

The source current and cathode current were closely monitored over time, as these readouts

indicated an excess buildup of sputtering artifacts which compromised the operation of the

high voltage power supplies. These artifacts of sputtering including carbon, aluminum, and

copper would build up over time and bridge the gaps between components, current limit-

ing the applied voltages. Various internal components of the ion source were disassembled

and polished on a lathe as needed by the ECU machine shop staff to prevent this electrical

shorting.
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2.2 Accelerator

The ECU Accelerator Laboratory is equipped with a National Electrostatics Corpo-

ration 2 MV Pelletron tandem accelerator. Insulated chain links transport charge from a

charging station to the central terminal similar to a Van de Graff generator, biasing the cen-

tral terminal up to +2 MV. A series of insulated rings with connecting resistor chain steps

this 2 MV bias down evenly to create a uniform electrostatic field along the axial center [75,

77, 78]. Negatively charged ions injected into the accelerator were accelerated toward the

positively charged central terminal based on the initial charge state. Singly charged hydro-

gen and carbon ions were injected into the accelerator for this work. The energy gained by

ions moving through this uniform electric field,

E = qV, (15)

depended on the charge q and electric potential of the central terminal, V . Upon reaching the

central terminal, a N2 gas jet acted as an electron stripper, generating a variety of positively

charged ions. These now positively charged ions are accelerated away from the positively

charged central terminal, resulting in a dual acceleration. The injection of singly charged H-

ions resulted in the ejection of H+ ions with an increase in energy of 4 MeV at 2 MV central

terminal bias. Optimal yield of negatively charged ions through the accelerator occurred in

the range of 1-2 MV central terminal voltage with a partial pressure of 1 µTorr N2 stripper

gas. For more complex ions, multiple charge states are generated at the central terminal

during electron stripping. An injection of negative carbon ions, C-, resulted in a wide variety

of molecular and charge states and will be discussed in the following chapter. An analyzing

magnet was used to select the charge-to-mass ratio of these positive ions injected into an

experimental beamline at a specific angle from normal incident beam (Fig.15). Faraday cups

were used to measure beam current in the low-energy beamline, the high-energy beamline,

and experimental beamline for beam optics optimization.
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Beam current was maximized on the low-energy beamline Faraday cup using the

methods described in the previous chapter. This negative ion beam produced by the ion

source was considered “dirty” beam due to the various artifacts sputtered off of the ion source

cathode. The inflection magnet between the ion source and low-energy beamline served as an

ion selector by allowing passage of only the specific charge-to-mass ratio desired, discarding

artifacts of copper, aluminum, titanium, etc.

After low-energy beam current maximization via ion source optimization, as discussed

in the previous chapter, a set of electrostatic steerers and an einzel lens were used to maximize

current on the high-energy beamline. The electrostatic steerers directed the beam vertically

and horizontally using a uniform electric field between parallel charged plates. The low-

energy einzel lens served as a beam focus by setting the focal length of the beam to match

the position of the high-energy Faraday cup via a set of concentric charged rings, normal to

the beam path. During the electron exchange process with N2 stripper gas in the central

terminal, a variety of molecular and charge states of ions were produced. These positive ions,

in the case of hydrogen and carbon beam, also varied in energy due to the varying charge

states.

In order to maximize current on the beamline Faraday cup, a second steering magnet,

labeled as the analyzing magnet in Fig.15, served as both a horizontal steering component

as well as a beam charge state selector. Steering the beam 15 degrees from normal, into

the electron emission beamline, allowed the specific mono-energetic charge-to-mass ratio

beam required for data analysis. An accompanying up/down steering magnet on the high-

energy beamline served as a vertical steering component for maximizing beam current on

the beamline Faraday cup. A quadrupole magnet was used for focusing the beam on the

beamline Faraday cup, similarly to an einzel lens, with the added effect of beam shaping

in the transverse plane. Quartz crystals, positioned at the low energy Faraday cup and the

beamline Faraday cup, illuminate blue light during ion beam interaction and were used to

image the beam during alignment, focusing, and shaping.
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2.3 Ion Beam Production

For this experiment, both proton and carbon beam were used as incident beam to

measure ion-induced electron yields. In order to generate H- at the ion source, aluminum

cathodes packed with titanium hydride powder were sputtered with cesium plasma as de-

scribed in a previous chapter. This same procedure was used to generate C- ions using an

aluminum cathode packed with graphite powder. A typical beam current measured for H-

ions on the low-energy Faraday cup was 10 µA, and typical H+ yields on the high-energy

Faraday cup were roughly 50%. This is due to the cross section interaction probability of

ionization between 1-2 MeV H- and N2 at 1 µTorr partial pressure. Another loss of 50%

occurs between the high-energy and beamline currents as the analyzing magnet selects only

the mono-energetic H- ions from the accelerator output. The stripper gas is designed to

be localized about the central terminal, but some N2 straggling can occur and lead to late

ionization, resulting in undesired energies. Other molecular artifacts can be generated in the

central terminal during electron transfer that were eliminated using the analyzing magnet.

Identifying carbon ion species produced by the accelerator was done by measuring the

radius of curvature of the analyzing magnet with protons, modeling the various run parame-

ters for various carbon ion species, then experimentally verifying current peaks predicted by

the model. Any massive object following a curved path must experience a centripetal force,

FC =
mv2

r
, (16)

where m is mass, v is velocity, and r is radius of curvature. In the case of an ion moving

perpendicular through a uniform magnetic field, this force is the Lorentz force

FL = qvB, (17)

where q is electric charge, v is velocity, and B is the magnetic field strength. Equating
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centripetal and Lorentz force,

mv2

r
= qvB, (18)

an expression for desired magnetic field strength to pass a specific charge-to-mass ratio at a

certain velocity can be obtained:

B =
mv

qr
. (19)

In order to predict and identify the species of carbon ion beam passing through the analyzing

magnet, a radius of curvature for the magnet had to be measured. This was done by

measuring various energy proton beam peaks passing through the analyzing magnet and

assuming a linear relationship between the magnet current and magnetic field. This radius

of curvature with arbitrary units,

R∗ =
mpv

qpI
(20)

was calculated using the analyzing magnet current, I, proton mass, mp, and proton charge,

qp as shown in Table 1. Only the analyzing magnet current settings used to identify main

peaks in mono-energetic proton beam with confirmed 50% or greater throughput yield were

measured.

Table 1: The radius of curvature calculations (with arbitrary units) for proton beam passage
of various energies. Analyzing magnet current, charge, mass, and velocity were used to
calculate the above radii.

Pass Energy (MeV) Magnet Current (A) Charge (e) Mass (amu) Velocity (m/s) Radius *
1 6.8 1 1 1.39E+07 2.04E+06
2 9.6 1 1 1.96E+07 2.05E+06
4 13.3 1 1 2.78E+07 2.09E+06

An average R∗ of 2.06× 106 was used to predict the analyzing magnet current nec-

essary to identify various carbon ion charge states. Re-arranging the above equation for

carbon ion beam passing through the analyzing magnet,

I =
mcv

qcR∗
, (21)
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predictions were made for analyzing magnet current settings necessary to identify various

charge and molecular states of carbon beam. In the above equation, mc is the mass of

carbon in atomic mass units and qc is the charge state of various carbon ions in elementary

charge units. Various charge states of carbon beam were used in this investigation, while

all molecular carbon beam was excluded. A sample calculation for various carbon ion beam

charge states accelerated through a 1 MV central terminal and passing through the analyzing

magnet is shown in Table 2.

Table 2: Analyzing magnet current settings calculations and measurements for carbon ion
beam accelerated through a 1 MV central terminal tandem accelerator. The discrepancies
of less than 1% allow confidence in identification of carbon ion charge states.

Molecule C(5+) C(4+) C(3+) C(2+) C(+)

Charge in 1 1 1 1 1
Charge out 5 4 3 2 1
Mass 12 12 12 12 12
Energy (MeV) 5.93 4.95 3.96 2.98 2.00
Energy (J) 9.50E-13 7.92E-13 6.35E-13 4.78E-13 3.20E-13
Velocity (m/s) 9.76E+06 8.92E+06 7.98E+06 6.92E+06 5.67E+06
Velocity ( c ) 0.033 0.030 0.027 0.023 0.019
Calculated Magnet (A) 11.22 12.81 15.29 19.89 32.57
Measured Magnet (A) - 12.82 15.35 20.07 32.92

The highest yield carbon ion charge states found during this investigation were C2+

and C3+. C1+ and C4+ beams were low yield alternatives that required extremely long run

times for comparable resolution in spectra. No yield of C5+ or C6+ were detected using this

process.

2.4 Beam Pulser

In order to measure electron yields, a high-precision timed pulsed beam was necessary.

A beam pulser was designed to sweep the beam across a 1 mm collimator prior to the entrance

of the UHV chamber. A pair of synchronized parallel plates created a set of uniform electric

fields used to divert the ion beam at regular intervals. A diagram of the beam pulser is shown
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in Fig.16. The first of the two parallel plates set were designed to create a vertical electric

field by charging two electrically isolated stainless steel plates 2.54 cm in width and 12.7

cm in length. The bottom plate was held at a static 1200 V DC to hold the beam over the

entrance collimator before the fast downward sweep. The upper plate charged up from 0 V

to 2000 V in a few nanoseconds to push the beam downwards to a new static position below

the entrance collimator. The second, downstream, set of parallel plates were positioned

vertically in order to translate the ion beam horizontally by creating a horizontal uniform

electric field. The right plate was grounded while the left plate was charged up from 0 V to

400 V, translating the beam to the right. After the beam reached this static position, both

primary and secondary parallel plates were discharged back to 0 V, returning the beam to

the original position above the entrance collimator over several hundred nanoseconds. This

cycle was repeated at 10 kHz with the initial downward flash occurring during the first 5% of

the duty cycle. The printed circuit board designed for the synchronized charging of parallel

plates utilized metal-oxide-semiconductor field-effect transistors (MOSFETs). A diagram of

the beam pulser circuit, designed by ECU staff member William Holland, is shown in Fig.17.

The power supply settings and operational frequency of the beam pulser were specifi-

cally selected in order to operate within the heat limits of the circuitry, as well as sufficiently

divert both H+ and C2+ beam. All projectiles in this study were traveling less than 0.1c,

allowing for non-relativistic calculations of their motion. The kinetic energy, K, of ion

projectiles that passed through the beam pulser was

K =
1

2
mvz

2, (22)

where m is the projectile mass and vz is the projectile velocity. Re-arranging for vz, we get

vz =

√
2K

m
. (23)

The time for a projectile to pass through the initial parallel plate assembly, tp was
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Figure 16: Diagram of the beam pulser designed to flash fast pulses of ion beam through the
UHV chamber entrance collimator at 10 kHz. The “D-shaped” pattern of the beam path is
shown on the right side of the figure, with the beam initially positioned at the top of the
diagram prior to being swept across the UHV entrance collimator.



tp =
Lp
vz
, (24)

where Lp is the length of the parallel plate assembly, or 12.7 cm. Equating the magnitude

of coulomb force, F , to Newton’s second law of motion,

F = qE = ma, (25)

an expression can be found for acceleration,

a =
qE

m
, (26)

in terms of q, the projectile’s electric charge, and E, the uniform electric field between the

parallel plates. Since the electric field E is uniform in the local region of the projectile’s

path, we can substitute

E =
V

d
, (27)

where V is the voltage between plates and d is the distance between plates (1.27 cm), into

our acceleration equation to get

a =
qV

md
. (28)

Given an initial vertical velocity, vy0 of zero, the vertical velocity, vy of a projectile exiting

the parallel plate assembly must be

vy = atp. (29)

The time for a projectile to travel from the exit of the first parallel plate assembly to the

entrance collimator of the UHV chamber,

tUHV =
LUHV
vz

(30)
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was found by measuring the distance from the parallel plate assembly to the UHV chamber,

LUHV . With the above equations, an expression was found to predict the vertical displace-

ment of the beam,

y = vytUHV . (31)

By substitution of vy and tUHV , we have

y = (atp)

(
LUHV
vz

)
. (32)

By further substitution of a and tp, we have

y =

(
qV Lp
mdvz

)(
LUHV
vz

)
. (33)

which simplifies to

y =
qV LpLUHV

2dK
(34)

with the initial expression for vz. With the above expression, a vertical displacement of 27

mm - 6.8 mm was predicted for H+ of energy 1 - 4 MeV with an applied AC voltage of 0

- 2000V on the primary plate. A vertical displacement of 23 mm - 9.1 mm was predicted

for C2+ ions of energy 2.4 - 6 MeV. Both ranges of vertical displacement were found to be

sufficient for a fast sweep across the 1 mm diameter UHV entrance collimator while operating

within the heat restrictions of the MOSFET circuitry.

2.5 UHV Chamber

The vacuum chamber used for this experiment was an ultra-high vacuum (UHV)

compatible (nTorr range) system shown in Fig.18 and Fig.19. Every apparatus installed

onto the UHV chamber employed ConFlat flange technology, creating a vacuum seal by

compressing copper gaskets with knife edges, allowing for ultra-high vacuum conditions.

These metal gaskets provided a better alternative to standard Viton o-ring seals due to the
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ability to operate under high temperatures. A turbomolecular pump was used to achieve

a base pressure of roughly 100 nTorr. The titanium sublimation pump was flashed daily

to remove a large portion of the remaining hydrogen in the UHV chamber, lowering the

total pressure by over an order of magnitude. Ion beam entered the chamber through a 1

mm diameter entrance collimator, through a centrally located target assembly, and into a

Faraday cup positioned at the back of the chamber. Beam current could be measured in the

Faraday cup positioned in the back of the chamber for alignment, optical optimization, and

system tests. Although, during data collection the beam was pulsed, reducing current by up

to a factor of 1000, which was not practically measurable.

A bake-out procedure, in conjunction with the high vacuum pumps, was performed to

reduce the chamber pressure to roughly 1 nTorr. The bake-out procedure involves heating the

chamber to a temperature of 100°C for 24 hours, and was necessary each time the chamber

is opened for repair or target changes. Maintaining ultra-high vacuum was necessary to

keep the target clean under low temperature conditions due to particulate build up from

freezing. Additional ion sputter cleaning guns were installed onto the UHV chamber in

order to ablate the front and back surfaces of the target assembly to ensure a clean surface.

These ion sputter guns used high intensity neon gas jets, accelerated through a hot filament,

to sputter clean the target. Neon projectiles were necessary in order to prevent freezing of

the sputter ions onto the target under low temperature conditions. A gas leak valve was used

to fill the UHV chamber with ultra-high purity deionized water at a rate that would raise

the chamber pressure from 1 nTorr to 100 nTorr during target preparation. The procedure

for various target preparations including amorphous solid water will be discussed in a later

section.

The centrally-located UHV target assembly is shown in Fig.20. The target assembly

is positioned on top of a flash heater, used to clean the target surface during bake-out.

This flash heater apparatus is equipped with a thermocouple used to monitor the target

temperature during both high and low temperature conditions. A sapphire isolation tube
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Figure 18: Overhead view of the ultra-high vacuum chamber. Shown above are the stationary
Rutherford scattering detector used to measure scattered protons and the rotatable time-of-
flight detector used to measure scattered electrons. Beam enters the chamber from the top
of the figure, travels through the target assembly, and is collected in the Faraday cup at the
bottom of the figure [3].



Figure 19: Side view of the ultra-high vacuum chamber. Shown above is the profile of the
target holder assembly equipped with helium cold finger [3].



Figure 20: Cut out view (a) of the aluminum heat shield used to house the compressed-helium
cold finger supporting the target assembly. A flash heater was used for target cleaning during
the chamber bake out procedure. A side view (b) of the target assembly shows the beveled
entrance window of the support that offers a greater range of angles in which secondary
electron emission can be measured [3].



was used to electrically isolate the target assembly from the chamber while allowing good

thermal conductivity. A compressed helium driven cold finger was connected to the target

assembly in order to flash freeze water vapor onto the surface of target foils at roughly 20

K. An additional heater and thermocouple was installed onto the bottom of the surrounding

heat shield, allowing for bake-out of the target assembly holder and thermal isolation of the

cold finger from the rest of the chamber during low temperature conditions. The target foils

used in this investigation were held between two copper plates, as shown in Fig.20(b). This

target holder was designed with beveled edges at the entrance and exit apertures to allow

for a wider range of angles for electron emission measurements. Typical targets positioned

in this target assembly holder were 1 µm thick metallic foils. Ion beam entered the chamber

through the 1mm diameter entrance collimator, traveled through this thin film target, and

was collected in the rear Faraday cup. Typical ion beam currents collected through the thin

films were on the order of tens of nanoamps, before being pulsed, with tens of microamps

being generated upstream by the ion source.

The UHV chamber is equipped with a stationary Rutherford detector used to count

scattered projectiles after passing through the target assembly. The Rutherford detector

contained a Channel Electron Multiplier (CEM, often reffered to as a channeltron) assembly

that was wired to accept only positively charged particles and was mounted at 20° from

the incident beam. An electronics diagram of the CEM wiring and a cut-out view of the

Rutherford detector assembly is shown in Fig.21. The CEM in the Rutherford detector

was designed by Dr. Sjuts Optotechnik and utilizes a continuous dynode cascade for signal

amplification. A gain of 1× 108 electrons can be obtained from one incident photon, electron,

or ion entering the conical entrance aperture. The output signal from this cascade is a

sharp negative pulse of full-width half-maximum 8 ns. This design of detector was ideal for

scattered ion detection due to the robust nature of the silicon channel walls, as well as the

ability to count tens of thousands per second without saturating the output signals.

A free-pivoting time-of-flight (TOF) detector was mounted to the lid of the UHV
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Figure 21: Electronics diagram (a) of the Rutherford detector used to count scattered pro-
jectiles during electron yield measurements. A cross-sectional diagram of the Rutherford
detector assembly is shown below (b).



chamber capable of measuring low energy (0.1 - 100 eV) electron emission from the fast ion

interactions with the target assembly. The external controls for the TOF detector allowed for

alignment in three dimensions, as well as rotation about half of the UHV chamber (from 0°

to 160° from incident beam). A diagram of the construction and wiring of the TOF detector

is shown in Fig.22. The TOF detector utilized a multichannel plate (MCP) assembly as

described by Ladislas Wiza [79]. An MCP assembly works similarly to a photomultiplier

tube or electron multiplier with the added advantage of higher yield due to the enhanced

spatial resolution of the channel array design. MCP channels are designed to be tilted away

from the normal angle of incidence by roughly 15° in order to ensure surface contact from

incoming projectiles. These straight, angled channels were made of semiconducting glass and

held under high voltage to produce an electron cascade. The combination of two parallel

multichannel plates with alternating channel angles and separation distance of roughly 100

microns is referred to as a chevron assembly. An illustration of the electron cascade in an

MCP assembly, as well as a diagram of a chevron assembly of MCPs is shown in Fig.23.

The advantage of the chevron assembly is the ability to achieve higher gains (2-3 orders of

magnitude) in output signal with lower high voltage power supplies. This provided signal

analysis of low amplitude, fast signals with inexpensive nuclear instrumentation module

(NIM) electronics, as well as maximizing gains with the use of UHV compatible wiring in

conjunction with high voltage power supplies.

2.6 Electron Yields

A data acquisition system was designed to perform time-of-flight (TOF) energy anal-

ysis (electronics diagram shown in Fig.24) of the secondary electron emissions from solid

state targets. A LabView program was designed to trigger 10 kHz beam pulser signals from

a National Instruments USB board. The same 10 kHz signal was routed to a delay which was

used as the start signal for a time-to-amplitude converter (TAC). This delay was necessary

to account for the signal travel time and fast beam pulse delay before passing the beam
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Figure 22: Cut-out view of the Time-of-Flight detector (a) showing scaled distance to the
target assembly. The bottom image (b) is an electronics diagram of the multi-channel plate
assembly inside of the Time-of-Flight detector.



Figure 23: Electron cascade illustration (a) for a single channel in a multichannel plate
(MCP) detector. A Chevron assembly of two MCPs with separation distance of roughly 100
microns [79].



Figure 24: Diagrammatic display of the Time of flight data acquisition system used to
measure secondary electron energies. A time of flight electron detector and Rutherford
scattered ion detector work in conjunction with signals from a 10 kHz beam pulser to generate
time stamped electron events to sort and bin signals in a multi-channel analyzer by way of
a time to amplitude converter.



through a 1 mm collimator at the entrance of the UHV chamber. The TOF electron detector

signals, collected by the multi-channel plates, were first amplified through a pre-amplifier,

then again through a timing filter amplifier (TFA). A constant fraction discriminator was

used to filter the noise from this signal and was sent to the TAC to be used as a stop signal.

The TAC converted the time difference between start and stop signals to a square wave

of amplitude 0 - 10 V scaling with time in a range of 500 ns. A multi-channel analyzer

(MCA) was used to bin the TAC output signals into 2048 channels corresponding to evenly

distributed signal amplitudes from 0 - 10 V. Binned counts form the MCA were used to build

TOF spectra in Canberra Genie software and will be referred to as “raw count” spectra for

the remainder of this paper. The Genie software was designed to receive MCA signals for

a predetermined amount of time based on user preference. During Genie’s data collection

time window, a signal counter was used to integrate the scattered ion events measured by

the stationary Rutherford detector. Signals from the Rutherford detector were amplified

through a TFA and filtered through a CFD before being counted on a quad timer counter.

A gate on the MCA triggered the start and stop collection of the Rutherford’s counter on

the beginning and end of the timing window of the Genie software.

In order to calculate the conversion of channel number in Genie to corresponding

time of flight, a signal pulser of known frequency was built for calibration. A 50 MHz pulser

was built and installed in place of the TOF electron detector in the data acquisition system.

The resulting 20 ns periodic peaks are shown in Fig.25 over a 500 ns timing window, binned

into 2048 channels. A peak separation of 80 channels resulted in a calculated ratio, ∆t, of

4.032 channels/ns.

By obtaining 0° peak spectra of incident ion beam, a single channel, Chp was identified

as the peak channel in the distribution. These 0° peak spectra, for both protons and carbon

ions had characteristic timing resolutions based on the full-width half-maximum, and are

shown in Fig.26. From the projectile peak channel, Chp, a “zero” channel,
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Figure 25: Timing calibration spectrum used to define the number of nanoseconds per chan-
nel. The above spectra was taken using a 50 MHz pulser over a 500 ns timing window.



Figure 26: Typical proton (a) and carbon (b) spectra recorded at 0° incidence. From this
spectra, electron travel time and detector timing resolution was resolved.



Ch0 = Chp − tp∆t (35)

could be defined that corresponded to the time in which the ion beam was incident on the

target, where tp is the time traveled from the exit of the target foil to the MCP assembly.

In order to calculate this projectile time of travel,

tp =
dp
vexit

, (36)

the exit energy of the projectile, vexit, leaving the back side of the target, as well as the

distance from the target to the MCP assembly dp had to be known. The distance from the

foil to the MCP assembly was measured to be 94 mm, and the exit velocity vexit of ions used

in this study were calculated from the kinetic energy expression

Kexit =
1

2
mpvexit

2, (37)

where mp is projectile mass and Kexit is the kinetic energy of the projectile after passing

through the target. The kinetic energy of each projectile after passing through the target foil

was calculated using the stopping power and range of ions in matter (SRIM) code provided

by Ziegler [71]. Zero degree peaks were found at the beginning of every data set for each

projectile type and energy to ensure consistent timing calibration between spectra. With the

channel Ch0 identified, time-of-flight for electrons could be calculated for all TOF detector

positions. The time-of-flight for an electron in nanoseconds,

te =

∣∣∣∣Che − Ch0∆t

∣∣∣∣, (38)

was found by taking the difference of the electron event channel Che found in an electron

spectrum and the “zero” channel Ch0 found from the incident projectile spectrum, then

dividing by the time factor ∆t. The resulting non-relativistic energy of electrons emitted
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from the target surface were

ε =
1

2
meve

2 =
1

2
me

(
d

te

)2

, (39)

where d is the previously mentioned 94 mm from the target to the MCP assembly in the

TOF detector. From the above expression, error propagation from timing resolution to

energy resolution can be made. The uncertainty propagation formula

δε

|ε|
= |n| δt

|t|
(40)

applies here with the power n = −2. An illustration of the uncertainty in energy from 2 MeV

proton impact on a 1 µm gold foil, as shown in Fig.26 (a) is shown in Table 3. This illustrates

Table 3: Typical error propagation for electron energy with a timing resolution of 3.5 ns.

ε (eV) t (ns) δt (ns) δt/t δε/ε

1 158.5 3.5 3.2% 6.3%
10 50.1 3.5 10.0% 19.9%
50 22.4 3.5 22.3% 44.6%
100 15.9 3.5 31.5% 63.1%
500 7.1 3.5 70.5% 141.1%

why the TOF method works very well to predict low energy (0.1 - 100 eV) electrons, but is

not very useful for comparison to simulated high energy (> 100 eV) electrons. An example

of a preliminary binned spectrum, referred to as “raw counts”, is shown in Fig.27. These

“raw” electron counts were used to find an energy distribution of electron yields from fast ion

interactions. Initially a TOF distribution γ(t, θ), expressing the ratio of electrons produced

per incident projectile, was necessary. The following expression

γ(t, θ) =
Ne

NpξTΩ∆t

(41)

can be formed by finding the ratio of the number of electrons in each bin, Ne, to the number
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Figure 27: Example time-of-flight spectra of electron emission from 2 MeV proton interac-
tions with 1 mum Au foil at 160°. Each channel here corresponds to roughly 0.25 nanosec-
onds. Lower energy electrons, moving slower, appear farther to the right.



of projectiles, Np, incident on the target. Here TOF detector efficiency ξ, solid angle sub-

tended by the TOF detector collimator entrance Ω, and transmission coefficient of the TOF

detector grids T , must be known. Time conversion of the 2048 channels in the raw count

spectra is done by the above factor ∆t = 4.032 channels/ns. The energy distribution of

electron yields γ(ε, θ), also known as the doubly differential electron emission yield, can be

found by transforming the TOF distribution γ(t, θ) by

γ(ε, θ) =

∣∣∣∣∣γ(t, θ)(
dε
dt

) ∣∣∣∣∣. (42)

Differentiating the above energy expression with respect to time, the doubly differential

electron emission yield can be re-written as

γ(ε, θ) =
Net

3
e

NpξTΩ∆tmed2
. (43)

Due to the inability to measure the number of incident projectiles during the pulsed-beam

data collection process, the number of scatter projectiles Nsp were used instead. This process

required the normalization of these “relative” yields to published total backwards yields to

be comparable. Due to the practicality of this process, the detector efficiency ξ, grid trans-

mission coefficient T , and solid angle Ω were unnecessary constants for which normalization

would compensate. Therefore the relative doubly differential electron yields can be written

as

γ(ε, θ)rel =
Net

3
e

Nsp∆tmed2
. (44)

An example of a relative doubly differential electron yield spectra, using the raw counts

from Fig.27 is shown in red in Fig.28. Normalizing relative doubly differential electron yield

spectra was done by measuring relative yields at many backward angles, then integrating

over all energies and angles to compare total relative yields to previously measured total

yields provided by Benka [16]. After measuring relative yields of several angles between 115
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- 160°, integration yields over all energies for each angle

γ(θ)rel =

∫ ∞
0

γ(ε, θ)reldε (45)

were calculated. Total relative yields were then found by integrating over all angles by

extrapolating from 90 - 180° the function

γrel =

∫∫ 2π

0

γ(θ)relsinθdθdφ = 2π

∫ π

0

γ(θ)relsinθdθ. (46)

This total relative yield number reported our estimated electron production per projectile

in the backward scattering direction. When compared to the previously measured total

backward electron yields, a normalization factor could be determined that could be used

to scale our relative doubly differential electron yield spectra. An example of this scaling

comparison is shown in Fig.28. For the remainder of this publication, an asterisk * will be

used to denote relative yield spectra that have not been normalized to total yield data.

2.7 Target Preparation

Electron yields from proton and carbon ion interactions have been measured with

gold foil, GNPs on silicon substrates, GNP thin film on TEM grids, and amorphous solid

water targets. Considering the capabilities of current electron yield modeling techniques,

high purity metallic targets offer the best method of comparison as this type of environ-

ment is more easily designed in simulation. An investigation into more complex solid state

environments required collaboration and creative target choices.

2.7.1 Gold Foil

Gold foil manufactured by Goodfellow Cambridge Limited served as the primary

target for system tests, comparisons, and normalization in this investigation. Sheets of 1

cm2 99.9% pure 1 µm thick gold foil were clamped into the target assembly between two
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Figure 28: Example relative doubly differential electron yield (red) compared to normalized
doubly differential electron yield (purple). the scaling factor for normalization was found
by integrating relative spectra over energy and angle then comparing to total electron yield
data.



beveled copper plates, as shown in Fig.20. This gold foil was resilient in UHV conditions,

with heat (100°C), low temperatures (20 K), and ion gun sputter cleaning. During chamber

bake-out, the gold foil target was also heated. Inevitably ambient particles did stick to the

surface of the gold foil and affected the low energy region of the electron yield spectrum,

so additional sputter cleaning was necessary to ensure a pure metallic surface. Energy loss

through 1 µm of gold was calculated using the SRIM code previously mentioned. Exit

velocities of the various ions used in electron yield measurements for this investigation are

shown in Table 4.

Table 4: Energy-loss SRIM simulation results for projectiles used to measure electron emis-
sion yields.

Projectile Incident Energy (MeV) Exit Energy (MeV) Exit Velocity (m/s)
H+ 1.00 0.87 1.29E+07
H+ 2.00 1.91 1.91E+07
H+ 4.00 3.94 2.75E+07
C2+ 2.40 0.39 2.51E+06
C2+ 6.00 2.73 6.62E+06

2.7.2 Gold Nanoparticles on Silicon Wafers

Silicon GNP targets were manufactured in-house by Dr. Katherine Tibbets at the

Department of Chemistry, Virginia Commonwealth University [80]. Pulsed laser abblation

in liquid (PLAL) of 5 - 13 nm diameter GNPs onto a silicon substrate was performed as

described by Fojt́ık [81]. A 300 µm thick silicon wafer was submerged in a solution of

KAuCl4 (0.1 mM) and KOH (0.55 mM). A 30 fs pulsed 800 nm laser with an output fluence

of 0.22 J/cm2 was directed through a lens of focal length 50 mm. The silicon wafer surface

was positioned 40 mm from the lens, creating an ablation spot size of 85 µm in diameter.

A diagram of this experimental setup is shown in Fig.29. The resulting product was a

sample of various sized GNPs both embedded and adhered to the surface of the silicon wafer.

Transmission Electron Microscopy (TEM) images of centrifuged silicon-Au nano particles

manufactured using this process are shown in Fig.30. The resulting size distribution of
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Figure 29: Diagram showing the high-intensity laser ablation process used to adhere GNPs
onto the surface of silicon wafers. Fast laser pulses ablated the surface of a silicon surface
submerged in an aqueous solution containing GNPs. Image adapted from Tibbets et.al. [80].



Figure 30: Transmission Electron Microscopy (TEM) images (a) of synthesized silicon GNPs
embedded (dark blue arrow) into the silicon matrix and loose (light blue arrow) on the
surface with size distribution (b). Scanning Electron Microscopy (SEM) images (c) of the
control GNPs used in the diluted solution during the abblation process along with their size
distribution (d). Images adapted from Tibbets et.al, [80].



GNPs for this target material ranged from 2 nm diameter for GNPs embedded in the amor-

phous silicon matrix to 7 nm diameter GNPs adhered to the surface. Optical microscope and

TEM images of intact silicon GNP targets used for this investigation are shown in Fig.31.

Patterns created by the moving-stage ablation process can be seen as deep grooves with

clumps of SiGNPs forming a rough surface. Due to the 300 µm thickness of the silicon

wafers, fast ion projectiles used in this investigation were completely attenuated. In order to

measure electron yields from the surface of these samples, normalization of spectra through

beam current comparisons were made, due to the lack of scattered projectiles in the Ruther-

ford detector. Due to the inability to monitor the beam current in live time, an estimated

average beam current was calculated from the instantaneous beam current measurements

before and after each spectrum. The scattered projectiles Nsp number required for electron

yield calculations was estimated from the number of scattered projectiles on gold foil under

similar beam conditions.

2.7.3 Gold Nanoparticle Film on TEM Grid

Gold nanoparticle (GNP) monolayer film of thickness 4 - 6 nm, manufactured by Ted

Pella Inc., was used as a target for this investigation. The manufacturing process is described

by Allred et. al. in publication and U.S. Patent [82, 83]. GNPs were sputter-coated onto

sucrose-enhanced 2% aqueous sodium dioctyl sulfosuccinate solution on glass slides. The

GNPs were freed from this sacrificial substrate by methanol dissolution, then adhered to

300 mesh 3 mm wide gold transmission electron microscopy (TEM) grids. The grid windows

were 58 µm with bar width of 25 µm, giving a 49% transmission rate for electron microscopy.

An artist rendering of the described thin GNP film on gold 300 mesh grid and an electron

microscope image of the GNP film is shown in Fig.32. Electron microscopy showed mono-

layer thick bunched GNPs with few-atom gaps of disorganized remaining substrate material

acting as an adhesive. An image created by electron microscopy, along with size specifications

for various films provided by the manufacturer, are shown in Fig.33. Extra considerations
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Figure 31: Surface images of the silicon GNP targets used for this investigation taken by an
optical microscope at ECU (a) and TEM at VCU (b).



Figure 32: Artist rendering of an example 3 mm wide 300 mesh gold TEM grid (a) and side
view illustrating the 4 - 6 nm thick GNP film (b) adhered to one side. [83].



Figure 33: Electron Microscope image of the 4 - 6 nm GNP film used during this investigation.
Below the image is a size estimation plot provided by the manufacturer for various films,
including GNPs. Images adapted form Allred et.al. [82].



were made for this target including never allowing unpulsed beam exposure, never using the

flash heater in the target assembly, and only using neon gas to sputter clean the surface.

Sputter cleaning with argon gas was shown to completely disintegrate the GNP film from

the grid. Only back scattered electron emission analysis was possible with the GNP film

targets due to the design of the target only having film on one side. Furthermore, angular

distribution of electron emission was not investigated for this target as it was unclear how

the grid bars geometry would influence the spectrum. There was no known total yield

measurements for this type of target, so normalization was not possible. Scaling of the

electron yield measurements done with GNP film was performed using normalized gold foil

spectra for comparison. The main advantage this target provided over the silicon GNPs

was the projectile transmission, allowing scattered projectile measurements for comparison

between this target’s spectra without the need for beam current normalization mentioned in

the previous section.

2.7.4 Amorphous Solid Water

Deionized (DI) water was stored in a 4 in. x 1 in. stainless-steel cylinder tank

and connected to the gas leak valve on the UHV chamber. This tank was frozen in liquid

nitrogen and evacuated multiple times. Frozen DI water was exposed to rough vacuum

(1× 103 Torr) to reduce nitrogen and other background gass from the water sample. The DI

water would then be thawed and re-frozen in liquid nitrogen repeatedly to improve purity.

Tests were performed using a Residual Gas Analyzer (RGA) to show that after three cycles

of freeze-thawing, the nitrogen and other particulate content concentration in the DI water

had converged. The final product of freeze-thawing DI water is referred to as ultra-high

purity water. The base pressure obtained solely using the turbomolecular pump was less

than 1× 107 Torr. An example RGA spectrum of this high-vacuum environment is shown

in Fig.34. After baking out the chamber and flashing the titanium sublimation pump,

using the process previously discussed, the chamber pressure reached pressures of less than
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1× 109 Torr. An RGA spectrum of this ultra-high vacuum environment is shown in Fig.35.

A spectrum of the ultra-high purity water leaked into the UHV chamber during ultra-high

vacuum conditions is shown in Fig.36. Before freeze-thawing, the partial pressure peak of

nitrogen in the DI water made up roughly half of the total pressure under these conditions.

Water targets were created using this ultra-high purity water to simulate biological material.

Under these ultra-high vacuum conditions, leaking water into the UHV chamber would result

in adhesion of water to the target surface in a crystalline lattice. In order to more closely

resemble liquid water, the target was chilled to low temperatures in order to achieve flash

freezing of the water vapor in the form of amorphous solid water (ASW). The target assembly

was chilled to roughly 20 K using a compressed helium cold finger, shown in Fig.20. At this

low temperature, one mono layer (measured in units of Langmuir) of amorphous solid water

is formed per second in a 1× 106 Torr environment [84]. During ASW buildup, a pressure

of 1× 107 Torr ultra-high purity water was leaked into the UHV chamber, generating 1 L

per 10 seconds.
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Figure 34: Residual Gas Analyzer spectrum of the base pressure in the UHV chamber, using
only the turbomolecular pump.



Figure 35: Residual Gas Analyzer spectrum of the post bake-out pressure in the UHV
chamber. This procedure involved heating the chamber to 100°C for 48 hours.



Figure 36: Residual Gas Analyzer spectrum of the ultra-high purity deionized water leaked
into the UHV chamber used to build amorphous solid water targets.



3 Results and Discussion

Doubly differential electron emission yields, in angle and energy, from solid state tar-

gets were measured for fast proton and fast carbon ion interactions with gold foil and gold

nano particle (GNP) targets coated in amorphous solid water. These measurements serve as

vital comparison tools for Geant4 monte carlo simulations, as well as key insight into sec-

ondary electron emission in biological environments. This study aimed to directly measure

both spatial and energy distributions of secondary electron emission near the Bragg peak for

direct application to the study of malignant tissue killing in the treatment of cancer with ion

beam therapy. Firstly, a complete study was performed on the spatial and energetic distri-

bution of electron emission from proton and carbon-ion impact on 1 µm gold foil under-high

vacuum and high target purity conditions in order to establish a method of normalization

to total backwards yields previously measured by Banka et.al. [16]. Additionally, 1 µm gold

foil was used as a substrate for amorphous solid water target production, as described in

the previous chapter. Lastly, electron emission from more complex GNP targets were mea-

sured as a comparison study to gold foil to address theoretical questions concerning surface

plasmon resonance effects, as well as investigate the practical application of GNPs acting as

radiosensitizers during ion beam therapy. Targets used for this investigation included gold

foil, GNPs embedded in amorphous silicon lattice and GNP film on TEM grid substrate.

3.1 System Tests

Various system tests were performed to ensure accurate electron emission measure-

ments. During the construction of the UHV chamber, transit sighting, chamber 3-point

stand height adjustments, and TOF detector translation manipulation were necessary for

beam alignment. After development of the data analysis system described in the previous

chapter, TOF detector alignment tests were performed at multiple angles to ensure optimal

throughput of the entrance collimator to the MCP assembly. An example of the effects on



carbon-ion induced electron yield spectra from misalignment are shown in Fig.37, where the

TOF detector was intentionally moved off alignment in the “x” transverse direction, with

respect to the ion beam while positioned at 160°. As this figure shows, misalignment on the

order of just a few millimeters will result in a complete loss in electron emission detection.

Pitch and yaw of the chamber, proper alignment of the experimental beamline, and TOF

detector alignment were all necessary to obtain usable spectra.

Electronics tests were performed to ensure proper electrical connections in the UHV

chamber, as well as in the data processing components used for signal analysis. During

all electron emission measurements, the target assembly was grounded as to prevent charge

buildup from the incident beam. Floating target and biased target tests were performed to

ensure a proper connection to ground via UHV electrical feedthroughs. A shift in proton-

induced electron yield and energy can be seem in Fig.38 due to a bias of 1.5 V. A negative bias

increased yields and lowered the escape energy of secondary electrons while a positive bias

decreased the electron yields and increased the required escape energy for electrons emitted

from the surface of gold foil. Signal analysis tests were performed after optimizing signal

amplification and discrimination for TAC and MCA use. One such test is shown in Fig.39,

where the signal discrimination was increased from 2.0 to 5.0 (arbitrary scale) to investigate

the relationship between electron energy and signal amplitude. The discrimination increase

test shows an even distribution of electron yield reduction across all energies, confirming the

stochastic nature of random output signal amplitude variance. This test was one example

of eliminating equipment uncertainty in pre-normalization relative yield spectra, similar to

the theoretical variable elimination in the relative doubly differential electron yield proof

discussed in the previous chapter.

Target cleaning by sputter ion guns, as discussed in the previous chapter, was done

to ensure high-purity target surfaces by removing impurities. To ensure a convergence to a

clean surface, tests were performed by measuring electron yields from “dirty” to 40 minutes

of cleaning every 5 minutes. This was done for both argon and neon gases used for sputter
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Figure 37: Target alignment tests, showing a decrease in yields by shifting the collimated
TOF detector by 1, 2, and 3 mm in the “x”, or transverse, direction using the moving stage
mounted to the top of the UHV chamber.



Figure 38: Target bias tests, showing a shift in low-energy electron production from fast
proton interactions with gold foil.



Figure 39: Signal discrimination tests, an even reduction in electron yields across all energies
for an increase in signal discrimination.



cleaning in both normal and low temperature conditions. After only 5 minutes of cleaning,

the electron yield spectrum converged to a point of “clean” for which no further sputter

cleaning made a difference. During this cleaning process, a reduction in low-energy electron

emission was observed and is plotted in Fig.40. The electron yields spectra shows a significant

shift in the low energy electron “shelf” on the left side of the plot, indicating a loss in low

energy electron production.

The process of making measurements under the experimental conditions of accelerator

physics involves the cooperation of components from the ion source, accelerator, beamline,

experimental chamber, detectors and data acquisition system. Ion source cathode changes,

natural stripper gas bottle pressure decreases, minor deviations in alignment from target

changes, and normal wear and tear on various circuitry were regularly compensated for

through various adjustments in oven temperatures, beam optics settings, collimator position

changes, detector alignment, and data analysis electronics optimization. The measurements

for this investigation were made over the course of several years, during which time systems

outside and inside of the experimental apparatus were changed and updated. Due to this

large parameter space that was constantly evolving, tests were performed to measure the

systematic error of electron yield measurements periodically as a comparative analysis for

spectra spanning several months. One such example of a systematic error test is shown in

Fig.41. This plot shows a compilation of “clean” proton induced electron emission spectra

taken over the course of several weeks at ambient and low temperature (44 K) ranges. An

average of these spectra was found and was plotted in black. A maximum variance in electron

energy of roughly 15% was found at multiple average yield energies.

3.2 Doubly Differential Electron Yields from Gold Foil

Doubly differential, in angle θ and energy ε, electron yields γ(ε, θ) from fast proton

and carbon ion interactions with gold foil were determined from relative doubly differential

electron yields γ(ε, θ)rel measurements that were normalized to total yield measurements
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Figure 40: Electron yield spectra from gold foil before cleaning and after 2 subsequent
cleanings. Shown above is the convergence to a “clean” state after only 5 minutes of argon
sputter gun exposure.



Figure 41: Systematic error tests showing many similar “clean” runs taken over a span of
several weeks both room temperature, as well as low temperature (44 K). The numbers
labeled in the legend are arbitrary run numbers used to identify spectra over the span of
several years.



made by Benka and Koyama [16, 26]. In order to find the scaling coefficient for normalization,

electron emission spectra were found for many back-scattered angles, then fit to a polar

function and integrated over all angles and energies. All spectra presented in this section

were measured in an irregular pattern, as opposed to sequentially in increasing or decreasing

angle. This was done to compensate for any systematic error from other lab components

including degradation of an ion source cathode over the course of a 12 hour run or pressure

fluctuations in accelerator stripper gas. Relative electron yield transformation from raw

counts data does account for changes in TOF detector count rate due to fluctuations in

beam current due to the yields depending on scattered projectiles, which scale linearly with

beam current. Each angular spectrum presented here is a compilation of five or more 5

minute runs, with sputter cleaning performed between each 5 minute run. Many of the

compilations were done using individual runs spanning weeks or months of time.

3.2.1 Protons on Gold Foil

Doubly differential electron yields were previously measured by Dr. Robert McLawhorn

for 2 MeV proton interactions with aluminum, copper, and gold foils [3]. To extend the en-

ergy range for proton interactions with gold foil, 1 MeV and 4 MeV protons on gold foil

measurements were made. These near Bragg peak energies cover the full range of fast

proton energies available at the ECU Accelerator Laboratory. The central terminal of the

accelerator was set to 0.5 MV to produce 1 MeV protons. Any central terminal voltage below

this threshold resulted in a steep decline in accelerator throughput yields from roughly 50%

ionization of H- into H+ to less than 1%. Attempts were made to measure doubly differential

electron yields from 500 keV and lower H+, but this resulted in a count rate decline on the

TOF detector from roughly 500 cps to less than 10 cps, which is within the noise range for

the MCPs.

Doubly differential electron yields for 1 MeV proton interactions with 1 µm gold foil

is shown in Fig.42. Due to the nature of the experimental design, the forward scattered

80



Figure 42: Doubly differential electron yields from 1 MeV proton interactions with gold
foil. Forward (top) and backward (bottom) scattered angles are normalized to total electron
yields.



yields contain scattered proton projectiles at small angles. The MCPs used in the TOF

detector generate electron cascades, as described in the previous chapter, upon collection of

photons, electrons, or any charged ion. These forward scattered proton projectiles appear

in the spectrum on the right side in the 200 - 1000 eV range. As seen in Fig.42, the smaller

the angle, the more incident projectiles are seen in the spectrum. In general, the forward

scattered electron yields decrease as the TOF detector approaches 90°. The exception to this

trend occurs in the small angles 10° and 15° where the low energy electron yield tends to show

the opposite trend. This relatively lowered low energy electron yield for small angles is due to

the nature of the TOF data analysis system. Due to the higher number of high energy events,

due to the added scattered projectile events, some of the low energy electrons that would

have been counted during a 500 ns collection window of the TAQ were missed. An early fast

projectile caused the data acquisition system to trigger the stop, eliminating the opportunity

for another longer time-of-flight event to be counted. As shown in Fig.42, electron yields

decrease as the TOF detector approaches 90°. The scattered proton projectiles are not seen

in the back scattered yields, and there is no local decrease in low energy electron yields when

approaching 180°. This allows confidence in normalization as the backward angles were used

to calculate scaling coefficients using backward total yield measurements.

Doubly differential electron yields for 2 MeV and 4 MeV proton interactions with

gold foil are shown in Fig.43 and Fig.44 respectively. Evidence of the same forward scat-

tered projectile events occurring for small angles can be seen for both higher energy proton

projectiles. A relative decrease in scattered projectiles is apparent as the incident proton

projectile energy increases. This trend clearly shows a decrease in solid angle scattering for

increasing incident energy. Normalization of the 1, 2, and 4 MeV proton on gold spectra

was calculated as shown in the previous chapter by integrating the backward scattered angle

spectra over all energies, summarizing each spectrum to a single point on a singly differential

electron yield γ(θ) plot. This singly differential yield plot is shown in Fig.45. A linear fit of

the γ(θ) for five angles of forward and backward spectra for all three proton energies was
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Figure 43: Doubly differential electron yields from 2 MeV proton interactions with gold
foil. Forward (top) and backward (bottom) scattered angles are normalized to total electron
yields.



Figure 44: Doubly differential electron yields from 4 MeV proton interactions with gold
foil. Forward (top) and backward (bottom) scattered angles are normalized to total electron
yields.



found. Integrating the area under the back scattered linear fits gave a relative total yield

of 6.8, 16.8, and 21.9 electrons per incident proton for 1, 2, and 4 MeV incident energy

respectively. This far overestimates total yield measurements of 1.27, 0.91, and 0.65 electrons

per incident proton from 1, 2, and 4 MeV respectively [16, 26]. Scaling factors of 0.19, 0.05,

and 0.03 for 1, 2, and 4 MeV were applied to all relative doubly differential electron yields

to produce the normalized plots shown in Fig.42, Fig.43, and Fig.44. One example of this

scaling effect was demonstrated in the electron yields section of the previous chapter in

Fig.28. A direct comparison plot of these three normalized doubly differential electron yield

spectra for a single forward and a single back scattered angle are shown in Fig.46. A general

decrease in electron yield is shown for increasing projectile energy, as would be expected.

Electron yield should increase as projectile energy approaches the Bragg peak energy of 200

keV. In general, the TOF method used here to measure electron yields is considered reliable

in the low energy (1 - 100eV) range. The discrepancies shown for the “cut off” energy shelf

on the left side of the plots in Fig.46 are within less than 1 eV, and simply show a transition

from detectable slow electrons to the right of the shelf to single counts in the raw count

histogram to the left of the shelf. Although TOF spectra are unreliable over 100 eV, a

convergence to similarly low yields on the high energy side of the spectra can be noted.

3.2.2 Carbon Ions on Gold Foil

Doubly differential electron yields were measured for fast carbon ion interactions with

gold foil. The incident carbon projectiles used for this investigation were 2.4 MeV and 6 MeV

C2+. Doubly ionized carbon ions were chosen due to a relatively high yield when compared

to other charge states produced by stripper gas ionization. This C2+ charge state of carbon

allowed for investigation into the carbon ion Bragg peak of 200 keV/AMU. By setting the

central terminal to 0.8 MV, a C- ion entering the accelerator gained 0.8 MeV in energy, and

with probabilistic ionization to C2+ gained another 1.6 MeV on the exit. Setting the central

terminal of the accelerator below the 1 MV threshold, as discussed in the previous section,
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Figure 45: Plot of singly differential electron yields, in angle, for 1 - 4 MeV proton interactions
with gold foil. The fit lines shown here were made by integrating five forward angle spectra
(right of center) and five backward angle spectra (left of center) over all energies. Integrating
over the backward angles here gives a relative total electron yield factor that can be used to
find the normalization factor of measured total yields.



Figure 46: Doubly differential electron yield comparisons for 1 - 4 MeV proton interactions
with gold foil at 30° (top) and 140° (bottom).



leads to a steep decrease in accelerator throughput yields and could account for a lessened

resolution when compared to proton spectra. One major difference in the 2.4 MeV carbon

ion spectra was the exit energy of the incident projectiles through the 1 µm foil. Using

SRIM to calculate the expected projectile energy attenuation, an exit energy of 0.4 MeV

was found for 2.4 MeV incident C2+ and an exit energy of 2.7 MeV was found for 6 MeV

incident C2+. Major adjustments to the data acquisition system were made to compensate

for this timing difference. It should be considered that the forward scattered electron yields,

unless produced early in the projectiles path through the foil target, were produced by a far

lower energy ion than the reported incident projectile energy.

Doubly differential electron yield spectra for 2.4 MeV incident carbon ions, presented

in Fig.47, were normalized to Itoh et.al. total yield measurements of 16 electrons per proton

for 0.2 MeV/AMU C+ projectiles [25]. A relative electron yield of 7.5, found by integrating

the linear fit made by a singly differential electron yield γ(θ) plot of back scattered spec-

tra using the method described previously. All relative yields from 2.4 MeV carbon ion

interactions with gold foil were scaled by a factor of 2.1, producing the normalized doubly

differential electron yields shown here. Electron yields in the region of interest (0.1 - 100

eV) are roughly an order of magnitude greater than the lowest energy proton yield spectra

(1 MeV) taken for the same target. This is to be expected as 2.4 MeV carbon is in the

Bragg peak energy range of 0.2 MeV/AMU. It should be noted that the electron yields for

energies over 50 eV for both forward and backward scattered electrons steeply decline when

compared to proton interaction spectra.

Doubly differential electron yields for 6 MeV carbon ions are presented in Fig.48. A

general increase in electron yields by an order of magnitude when compared to proton spectra

is seen for most angles in 6 MeV carbon interactions, similar to 2.4 MeV carbon spectra.

This energy of carbon projectile is equivalent to 0.5 MeV/AMU, and has more similarities

to the 1 MeV proton spectra than the 2.4 MeV carbon ion yields. A relatively lower electron

yield in the low energy range is seen for small forward angles, similar to 1 MeV proton
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Figure 47: Doubly differential electron yields from 2.4 MeV carbon ion interactions with
gold foil. Forward (top) and backward (bottom) scattered angles are normalized to total
electron yields.



Figure 48: Doubly differential electron yields from 6 MeV carbon ion interactions with gold
foil. Forward (top) and backward (bottom) scattered angles are normalized to total electron
yields.



spectra. This could be due to the same detector flooding by scattered carbon projectiles

seen in the greater than 1000 eV range. The 6 MeV carbon ion on gold foil spectra were

normalized to Benka’s total yield measurement of 22.7 electrons per proton for 6.4 MeV

C6+ ions on gold [16]. The relative doubly differential electron yield integration method

mentioned previously gave a relative total yield of 30.3, overestimating the total yields and

generating a scaling factor of 0.75, which was applied to all relative yield spectra for 6 MeV

carbon ion interaction spectra on gold foil in Fig.48.

An electron yield comparison of 2.4 MeV and 6 MeV carbon ion interactions on gold

foil is shown in Fig.49. Although a lower total electron yield has been shown from previous

measurements, a direct comparison after normalization shows a higher yield of low energy

electrons for 2.4 MeV carbon ions when compared to 6 MeV carbon ions. This higher yield

for low energy electrons could explain the dose distribution of carbon ions in the Bragg peak

as it is believed low energy electrons are the primary source of damage to tissue, as discussed

previously. It is unclear if this sharp drop off of high energy electron yield from 2.4 MeV is

a physical phenomenon that explains the lower total yields measured by Benka and Itoh or

an artifact of the experimental design of this investigation.

During normalization, as previously mentioned, total yield values were obtained from

two different charge states of carbon, C+ and C6+, neither of which are C2+. Itoh describes

the difference in charge state for total yields to be insignificant when comparing neutral

to singly ionized carbon ion interactions with gold [25]. This provides confidence in using

various charge state total yield measurements for normalization. To test this assumption,

a charge state comparison was performed at ECU by reproducing a subset of the doubly

differential electron yield measurements done by C2+ with the less favorable charge state

C3+. Both beams were tuned to an incident energy of 6 MeV. For a C2+ beam, a central

terminal voltage of 2 MV was held, giving an entrance energy increase for C- of 2 MeV,

followed by an exit energy increase of 4 MeV. For a C3+ beam, a central terminal voltage of

1.5 MV was held, giving an entrance energy increase for C- of 1.5 MeV, followed by an exit
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Figure 49: Doubly differential electron yield comparisons for 2.4 - 6 MeV carbon ion inter-
actions with gold foil at 30° (top) and 140° (bottom).



energy increase of 4.5 MeV. A plot of the charge state comparison is shown in Fig.50. Both

carbon ion charge states shown here were normalized to the C6+ total yields mentioned

previously. This test showed an increase in electron yields for triply charged carbon ions for

most energy ranges, contrary to Itoh’s total yield findings.

3.3 Doubly Differential Electron Yields from Silicon GNPs

Doubly differential electron yields were measured for proton and carbon ion interac-

tions with GNPs embedded in amorphous silicon lattice. Silicon wafers were ablated by a 30

fs pulsed laser as discussed in the previous chapter, resulting in 3 unique targets, provided

by Tibbets et.al. [80]. A control target was prepared by laser ablating a silicon wafer in

DI water. Another sample was prepared by ablating a similar silicon wafer in a 1.0 mM

KAuCl4 and 10.0 mM KOH, resulting in a target surface of 1.5% GNP as measured by an

energy-dispersive x-ray spectrograph (EDX). A third target was manufactured by ablating

a silicon wafer in 1.0 mM KAuCl4 and 2.5 mM KOH, resulting in a target surface of 9.5%

GNP as measured by EDX. Due to the 300 µm thickness of the silicon wafers, no forward

scattered projectiles could be measured by the Rutherford detector for relative doubly differ-

ential electron yield measurements. To compensate for this, scattered projectiles from gold

foil were used after scaling based on beam current in the experimental beam line. This tech-

nique served to offer comparisons between silicon GNP runs and create a baseline spectrum

for later yield-based comparisons to normalized doubly differential electron yields.

3.3.1 Protons on Silicon GNPs

Beam optimization was performed using gold foil, including obtaining 0° peaks, mea-

suring yields at various backward scattered angles, and establishing a relationship between

experimental beamline current and scattered projectile counts for timed runs before each

silicon target spectra attempt. After beam stabilization and data analysis calibration was

done, the UHV chamber was opened in order to switch gold foil and silicon wafer targets.
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Figure 50: Shown is a comparison between doubly and triply ionized 6 MeV carbon ion
interactions with gold foil. Forward (top) and backward (bottom) scattered angles both
show a significant increase in high energy electron production for triply ionize carbon ion
interactions.



Doubly differential electron yield measurements were taken for back scattered electron emis-

sion from proton interactions with the silicon control (Fig.51), 1.5% GNP (Fig.52), and 9.5%

GNP (Fig.53) targets. A comparative plot (Fig.54) of electron yields at 140° was made to

show a sharp increase in low energy electron emission in the presence of GNPs, with a small

difference in electron yields from a 1.5% GNP surface to a 9.5% GNP surface. The scale

of these plots is arbitrary as the method for calculating relative yields involved a process

of entering scattered projectile numbers into the data analysis which were generated by

comparing beam current during gold foil experiments.

Due to the lack of available total electron yield measurements available for proton

interactions with silicon GNPs, normalization was not possible. Although, a yield-based

comparison of the 9.5% silicon GNP spectra was made with normalized gold foil spectra.

Doubly differential electron yields from 2 MeV proton interactions with gold foil and silicon

GNPs are shown in Fig.55. The 9.5% GNP spectrum in this plot was scaled to have equivalent

yield at 100 eV. The assumption being made here is that target type has little influence on

the production of rare, high-energy electrons. Given the assumption of similar high energy

electron production for similar incident projectile energy, a significantly higher level of low-

energy electron yields can be seen in the 9.5% silicon GNP target when compared to the

gold foil target.

3.3.2 Carbon Ions on Silicon GNPs

Relative doubly differential electron yields were measured for carbon ion interactions

with silicon GNPs. The 9.5% GNP target was irradiated with carbon ions of various charge

states and energies. A plot of relative doubly differential electron yields for 6 MeV C2+,

8 MeV C3+, and 10 MeV C4+ interactions with 9.5% GNP on silicon substrate at 160° is

shown in Fig.56. A general increase in electron yields for lower energy incident projectiles

was observed during this comparison study as expected. How the charge state of the carbon

ions influence the electron yield spectra is unknown as there was a disagreement between
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Figure 51: Back-scattered relative doubly differential electron yields from 2 MeV proton
interactions with laser ablated silicon wafer target.



Figure 52: Back-scattered relative doubly differential electron yields from 2 MeV proton
interactions with laser ablated silicon wafer target with 1.5% GNP surface.



Figure 53: Back-scattered relative doubly differential electron yields from 2 MeV proton
interactions with laser ablated silicon wafer target with 9.5% GNP surface.



Figure 54: Relative doubly differential electron yield comparisons for 2 MeV proton interac-
tions with silicon, 1.5% Si-GNP, and 9.5% GNP targets at 140°.



Figure 55: Electron yield spectra from 2 MeV proton interaction with 9.5% GNP on silicon
yield-scaled at 100 eV to normalized electron yield spectra of 2 MeV proton interaction with
gold foil.



Figure 56: Relative doubly differential electron yield comparisons for 6, 8, and 10 MeV C2+

interactions with 9.5% GNP on silicon target at 160°.



the charge state tests performed on gold foil, shown previously, and the observations made

by Itoh et.al [25].

A direct comparison of 6 MeV C2+ induced electron yields between the 9.5% silicon

GNP target and gold foil is shown in Fig.57. The relative doubly differential electron yields

from 6 MeV C2+ interaction with the 9.5% GNP target was scaled using the previously

mentioned yield-based technique by equating the 100 eV yields for both spectra. Again, the

assumption made here is the high energy projectile production depends more heavily on the

projectile energy, rather than the target type. Given this assumption, a dramatic difference

in low energy electron yields can be observed between the targets as the 9.5% GNP target

shows a higher low energy electron yield by over an order of magnitude.

3.4 Doubly Differential Electron Yields from GNP Film

GNP film on TEM grid substrate targets, as described in the previous chapter, were

used to measure relative doubly differential electron yields from fast proton and carbon

ion projectiles. Visual inspection of the GNP film targets were performed using an optical

microscope to ensure target quality. A reflective surface was observed in the open hole regions

of the grid, providing evidence of GNP film. For many target samples, the manufacturing,

shipping, and handling of these 4 - 6 nm film targets resulted in significant film loss. Only

targets with few (10 or so) grid holes of GNP film missing were used for data collection. Some

new targets analyzed showed roughly half (out of hundreds) of grid holes lacking a reflective

surface, meaning that roughly half of the GNP film was lost in shipping and handling.

Many tests were done to find an optimal procedure for GNP film irradiation including beam

exposure time, ion sputter gun cleaning, and temperature tests. Exposure of the GNP film

to unpulsed beam for any amount of time resulted in a near total loss of GNP film. Similarly,

exposure to Argon gas during ion sputter cleaning completely destroyed the GNP target.

Visual inspections from these tests showed less than 10% grid holes with a reflective surface,

meaning a near complete target loss. To compensate, unpulsed beam optics optimization
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Figure 57: Electron yield spectra from 6 MeV C2+ interaction with 9.5% GNP on silicon
yield-scaled at 100 eV to normalized electron yield spectra of 6 MeV C2+ interaction with
gold foil.



was performed with gold foil targets prior to GNP installation, meaning the UHV chamber

was opened and the target assembly was reconfigured for GNP film mid-run for each trial

attempt, similar to the procedure used for silicon GNP irradiation. Also, neon gas was used

for sputter cleaning as this lighter ion proved to cause less damage overall to the GNP film

targets. Sputtered neon gas has been shown to be less effective at cleaning the surface of

foils, meaning that longer exposure times are required to achieve the same convergence of

“clean” spectra. This disclaimer serves to educate the reader on the assumptions made here

for beam stability over a long period of time (hours). Also, extra consideration for scattered

projectiles counted by the Rutherford detector for GNP film targets should be made as it is

unclear what effects the TEM grid substrate has on the forward scattered projectiles.

3.4.1 Protons on GNP Film

Relative doubly differential electron yield measurements were made for fast proton

interactions with GNP film on TEM grid targets. Cleaning the GNP film target proved to be

challenging as only neon gas, a less effective sputter cleaning ion, was used instead of argon to

preserve target integrity. Cleaning tests were performed, showing target resiliency (less than

10% target loss) over 5 minute exposure to neon sputtering, but suffering significant damage

(greater than 50% target loss) after 20 minute exposure to neon sputtering. Any amount of

pulsed proton beam exposure without cleaning showed little to no effect on target integrity.

Both ambient temperature (280 K) and low temperature (40 K) electron yield spectra were

measured in preparation of ASW buildup measurements (discussed in a later section). A

series of relative doubly differential electron yield spectra from subsequent cleanings during

2 MeV proton irradiation at different temperatures is shown in Fig.58. The red spectrum

was taken from a new, “dirty” GNP film target and the orange spectrum was taken after 5

minute exposure to neon sputtering. The dark blue spectrum was taken several hours later

after the target temperature was lowered to 40 K, and the light blue spectrum was taken

immediately after the dark blue spectrum after another 5 minute exposure to neon
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Figure 58: Sequential spectra taken from a single GNP film target starting with a new “dirty”
GNP film (red), then a spectrum after a 5 minute neon sputtering exposure (orange), then
again a “dirty” spectrum after 4 hours of target chilling to 40 K (dark blue), then finally a
spectrum after another 5 minute neon sputtering exposure (light blue).



sputtering. No gases were introduced to the UHV chamber during the chilling process,

meaning that the increase in low energy electron yield from the orange to dark blue spectrum

was completely due to ambient particulates in the UHV chamber at a pressure of roughly

1× 10−8 torr over a time span of 4 hours. A clear change in the electron yield shape was

noted for 40 K conditions in both the “dirty” and “clean” spectra. A clear drop in low

energy electron yields was observed from both cleanings, and the target was inspected after

this trial to reveal less than 10% target loss.

Relative doubly differential electron yield spectra from 1, 2, and 3 MeV proton ir-

radiation were measured and are shown in Fig.59. Unique GNP film targets were used for

each of these spectra, all visually inspected to be less than 10% damaged both before and

after irradiation. All spectra shown in Fig.59 were measured after 5 minute exposure to

neon sputter cleaning. An increased electron yield is shown for lower projectile energies,

as expected, with 2 MeV and 3 MeV proton spectra showing high energy electron yield

convergence. A yield-based scaling of the 2 MeV proton irradiation of GNP film spectrum

was performed to match normalized 2 MeV proton irradiation of gold foil spectrum and is

shown in Fig.60. Unlike the silicon GNP target comparison to normalized gold foil spectra,

only a slightly higher low energy electron yield was seen in the GNP film target comparison

under the same 2 MeV proton irradiation conditions. This could be due to the gold TEM

grid serving as the dominant electron producer, leading to an over population of high energy

electrons, swamping the low energy electron spectrum, as previously discussed.

3.4.2 Carbon Ions on GNP Film

Relative doubly differential electron yield measurements were made for fast carbon

ion interactions with GNP film on TEM grid targets. Sputter cleaning with neon yielded

similar results to carbon interaction spectra as proton interaction spectra. A decrease in low

energy electron yields and an increase in high energy electron yields can was observed and is

shown in Fig.61. An energy comparison is shown in Fig.62. Here 2.4, 6, and 8 MeV carbon
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Figure 59: Relative doubly differential electron yield comparisons for 1, 2, and 3 MeV proton
interactions with GNP film target at 160°.



Figure 60: Electron yield spectra from 2 MeV proton interaction with GNP Film yield-scaled
at 100 eV to normalized electron yield spectra of 2 MeV proton interaction with gold foil.



Figure 61: Comparison of “dirty” and “clean” spectra after 5 minutes of neon sputter clean-
ing. A decrease in low energy electron yields and an increase in high energy electron yields
was noted. This was the same trend observed in both gold foil and Si-GNP cleaning tests.



Figure 62: Relative doubly differential electron yield comparisons for 2.4, 6, and 8 MeV
carbon ion interactions with GNP film target at 160°.



ion induced relative doubly differential electron yields all exhibit a steep drop off in high

energy electron yields, all at different energies. This same behavior was observed for carbon

ion interactions with gold foil. In the low energy range (1 - 11 eV) of this plot, a general

decrease in low energy electron yields were observed for increasing projectile energies, which

is to be expected. Due to the steep drop off in high energy electron yields for these low

energy/AMU projectiles ion GNP film, the method of yield-based scaling at 100 eV, making

the assumptions about high energy electron yields stated earlier, was not practical. Instead,

a yield-based scaling of relative yields from 2.4 MeV carbon ions on GNP film to normalized

yields from 2.4 MeV carbon ion on gold foil at 20 eV was plotted. This comparison to

normalized yields, scaled at 20 eV is shown here, in Fig.63. Only a small increase in carbon

ion induced low energy electron yields was observed, similar to the subtle increase in proton

induced low energy electron yields. It is unclear if this difference in an artifact of the structure

of the GNP film, or a result of surface changes due to sputter cleaning or the inability to

sufficiently sputter clean without compromising GNP film target integrity.

3.5 Doubly Differential Electron Yields from Amorphous Solid

Water

Optimal conditions for amorphous solid water (ASW) formation were investigated.

Using the process described in the previous chapter, ASW was deposited in monolayers, or

Langmuir (L), onto various targets acting as substrates during this investigation. A thickness

of 100 L was previously determined to be optimal for electron emission measurements from

“pure” ASW targets as this was believed to no longer contain electrons formed on the surface

of the substrate due to ASW attenuation [3]. McLawhorn et.al. also postulated that ASW

buildup beyond 100 L displayed evidence of target charging effects. A test of these forgone

conclusions was performed by measuring electron yield spectra over a wide range of ASW

thickness on a gold foil substrate, shown in Fig.64. Clean gold foil is shown in black, ASW

buildup to 100 L is shown in red, the 100 L spectra that was used as a standard for this
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Figure 63: Electron yield spectra from 2.4 MeV C2+ interaction with GNP Film yield-scaled
at 20 eV to normalized electron yield spectra of 2.4 MeV C2+ interaction with gold foil.



Figure 64: Electron yield spectra from 1 MeV proton impact on ASW for various ASW thick-
nesses. The initially clean foil substrate is shown in black and the optimal ASW thickness
of 100 L is shown in green.



work is shown in green, and ASW buildup past 100 L is shown in blue. This test confirmed

the trends seen in previous work and served as a justification for the selection of 100 L as

the optimal thickness in electron yield from ASW measurements.

3.5.1 Protons on ASW

Relative doubly differential electron yields from proton interactions with 100 L ASW

were measured for proton projectiles of incident energy 1, 2, and 4 MeV. These relative yields

were normalized using the calculated scaling factor found from the normalization of proton

interactions with gold foil to total yields, as discussed previously. This scaling was applied to

compensate for the overestimation in yields of the TOF detector acceptance solid angle and

any unknown electronics or detector efficiencies inherent in the experimental design. Plots of

forward scattered and back scattered doubly differential electron yield measurements made

for 1, 2, and 4 MeV proton interactions with 100 L ASW are shown in Fig.65, Fig.66, and

Fig.67 respectively. The same characteristic scattered projectile peaks in the high energy

range of the spectra, decreasing with increasing angle, seen in the golf foil measurements

are present in the ASW measurements. A characteristic autoionization peak (8-11 eV) in

the low energy electron yields of ASW was observed that was not present in the gold foil

measurements. An energy comparison for 1, 2, and 4 MeV proton interactions with ASW for

a single forward and a single backward scattered angle is shown in Fig.68. As seen in previous

energy comparisons, the electron yields increase for lower incident projectile energies in both

the forward and backward scattering directions.

A PARTRAC simulation of 2 MeV proton interactions with 20 nm films of water on

the front and back side of a 1 µm thick water substrate, scaled to the density of copper, was

performed by M. Dingfelder [85, 86]. This simulation recorded doubly differential electron

yields from 220,000 incident proton events over the course of 2 weeks of computational time.

The experimental results from 2 MeV proton interactions with 100 L ASW shown here were

measured using a 1 µm thick gold foil substrate. The justification of this comparison
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Figure 65: Doubly differential electron yields from 1 Mev proton interactions with 100 L
amorphous solid water. Forward (top) and backward (bottom) scattered angles are normal-
ized to total electron yields from gold foil.



Figure 66: Doubly differential electron yields from 2 Mev proton interactions with 100 L
amorphous solid water. Forward (top) and backward (bottom) scattered angles are normal-
ized to total electron yields from gold foil.



Figure 67: Doubly differential electron yields from 4 Mev proton interactions with 100 L
amorphous solid water. Forward (top) and backward (bottom) scattered angles are normal-
ized to total electron yields from gold foil.



Figure 68: Doubly differential electron yield comparisons for 1 - 4 Mev proton interactions
with ASW at 30° (top) and 140° (bottom).



stems from the assumption that 100 L of ASW completely attenuates any secondary electron

emission from the substrate at a projectile energy of 2 MeV, regardless of the target material

or density. A comparison of normalized doubly differential electron yields from 2 MeV proton

interaction with 100 L ASW to simulated doubly differential electron yields from 2 MeV

proton interaction with 20 nm liquid water is shown in Fig.69. The upper plot is a comparison

of forward scattered electron yields and the lower plot is a comparison of backward scattered

electron yields. One important distinction that must be made involves the way in which these

electron yield measurements were made. The angles noted to be measured by experiment are

the scaled yields from a solid angle formed by the entrance collimator of the TOF detector,

while the simulation electron yields are events binned within a conical shell solid angle

defined by a range of 10°. Angular comparisons are color coordinated in the plots for visual

aid. The same characteristic autoionization peaks seen in experimental yields were present

in the simulation. The same expected decrease in yields approaching 90° from both sides

was also observed for both experiment and simulation. The region of highest interest in this

comparison is from 1 - 100 eV. Experiment and simulation show agreement at around 70

eV, but diverge for lower energy electron yields. The simulation showed a higher yield for 1

- 70 eV electrons by about an order of magnitude on average. It is unclear if the simulation

overestimates low energy electron yields or the experiment under measured electron yields

in this range.

Relative doubly differential electron yields from 2 MeV proton irradiation during 5 -

400 L ASW buildup on GNP film were measured and are shown in Fig.70. The axes have

been scaled in order to zoom the spectra for visual aid. Spectra taken during the buildup

to 100 L are shown as darkening shades of red, the 100 L spectrum is colored neon green,

and buildup over 100 L are shaded blue to match the color scheme in Fig.64, from forward

scattered buildup tests on gold foil. The increase in low energy electron yields from increased

monolayers of ASW up to 100 L observed during forward scatted gold foil buildup tests was

not observed for GNP film. Although, the gradual attenuation of electron yields were
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Figure 69: Shown is a comparison to simulation for doubly differential electron yields from
protons on ASW. Forward (top) and backward (bottom) scattered angles are shown, with
disagreement in both the low and high energy electron ranges.



Figure 70: Raw count spectra (a) and relative doubly differential electron emission yields
(b) from amorphous solid water buildup on GNP film. Measurements were made from 5 -
400 L and colored to visually match Fig.64.



observed over all energy ranges, similar to the gradual attenuation seen in the high energy (>

8 eV) region of Fig.64. Comparing this rate of attenuation from known thicknesses of ASW

on GNPs could prove useful in testing more complex PARTRAC simulation configurations

including amorphous GNP lattice environments.

3.5.2 Carbon Ions on ASW

Relative doubly differential electron yields from carbon ion interactions with 100 L

ASW were measured for carbon ion projectiles of incident energy 2.4 and 6 MeV. These rela-

tive yields were normalized using the calculated scaling factor found from the normalization

of carbon ion interactions with gold foil to total yields, as discussed previously. This scaling

was applied to compensate for the overestimation in yields of the TOF detector acceptance

solid angle and any unknown electronics or detector efficiencies inherent in the experimental

design. Plots of forward scattered and back scattered doubly differential electron yield mea-

surements made for 2.4 and 6 MeV proton interactions with 100 L ASW are shown in Fig.71

and Fig.72 respectively. A dramatic decline in high energy electron yields was observed for

2.4 MeV carbon ion on ASW spectra, similar to the carbon ion on gold foil spectra. An

energy comparison for carbon ion interactions with ASW is shown in Fig.73. The expected

trend of increasing low energy electron yields with decreasing projectile energy was not ob-

served in this comparison. Due to the lack of high energy electron yields and relatively low

low-energy electron yields in the 2.4 MeV carbon ion on ASW spectra, consideration should

be taken when using this data for future comparisons to simulation. These suspicious char-

acteristics may be due to a flaw in the experimental design or an artifact of near Bragg peak

energy projectiles in general.
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Figure 71: Doubly differential electron yields from 2.4 MeV carbon ion interactions with
100 L amorphous solid water. Forward (top) and backward (bottom) scattered angles are
normalized to total electron yields from gold foil.



Figure 72: Doubly differential electron yields from 6.0 MeV carbon ion interactions with
100 L amorphous solid water. Forward (top) and backward (bottom) scattered angles are
normalized to total electron yields from gold foil.



Figure 73: Doubly differential electron yield comparisons for 2.4 - 6.0 Mev carbon ion inter-
actions with ASW at 30° (top) and 140° (bottom).



4 Conclusion

Doubly differential electron yields were measured for proton and carbon ion inter-

actions with solid state targets for near Bragg-peak (0.2 - 4 MeV/AMU) projectile energy

relevant to the study of ion therapy for the treatment of cancer. Low energy (1 - 100 eV)

electron emission was precisely measured using time-of-flight analysis under ultra-high vac-

uum conditions. This study has served to establish a database of measurements to be used

in comparison to Monte Carlo simulation outcomes.

Analysis of the proton on gold spectra shows a sharp drop in electron yields for

electrons less than 1 eV, as expected. Electrons in this energy range are approaching thermal

conditions and are highly influenced by stray electric and magnetic fields. Efforts were made

to reduce stray magnetic fields in the UHV chamber by surrounding the area of interest with

magnetic shielding metal and employing Helmholtz coils to cancel the vertical component

of the earth’s magnetic field. Further improvements could be made by precisely measuring

horizontal magnetic fields and designing further field-canceling coils.

During normalization of doubly differential electron yields to previously measured

total electron yields, spectra from small angles (< 20°) and angles near 90° (65 - 115°) were

excluded. This is due to the inability of the TOF detector to distinguish between secondary

electrons, convoy electrons, binary encounter electrons, and scattered projectiles. Scattered

projectile peaks were seen in all forward scattered spectra in the 0 - 20° range. Also, spectra

in the 65 - 115° range were considered unusable in normalization efforts due to the limiting

design of the target assembly. A decreased yield in this range is to be expected as the beveled

edge of the copper plates holding the foils prevent electrons from traversing extreme angles,

creating a “shadow” around 90°.

Momentum-exchange driven binary-encounter electron peaks are seen in the 10 - 50

eV range for 1, 2, and 4 MeV proton interactions with gold foil. The resolution of these peaks

will tend to be low as the TOF method results in lowered precision approaching 100 eV, as

discussed previously. An increase in electron yields across all electron energies is seen for



decreasing proton projectile energy as expected. This trend is in agreement with previously

measured total yield measurements and is consistent with the dose-depth measurements

made in ionization chambers and tissue samples for near Bragg-peak energy deposition.

Analysis of doubly differential electron yields for carbon ion interactions with gold

foil showed a similar increase in low energy (< 10 eV) electron yields for decreasing carbon

ion projectile energy, but a decrease in high energy (> 10 eV) electron yields for decreasing

projectile energy. High energy (> 50 eV) electron yields from 2.4 MeV (0.2 MeV/AMU)

carbon ion interactions fall off dramatically. A scattered projectile peak in the 200 eV range

is apparant for forward scattered electron spectra, but is of low resolution and yield. This

lack of high energy electron yields should be interpreted as an artifact of the low projectile

incident energy, 0.2 MeV/AMU, of carbon ions in comparison to say the previously discussed

low projectile energy, 1.0 MeV/AMU, proton interactions. This spectral feature could give

insight into the proportion of low energy electrons to high energy electrons in the Bragg-peak

energy range for ion interactions with matter. As these spectra were performed under the

same experimental circumstances as the proton and other carbon ion projectiles on gold foil,

the likelihood of this absence of high energy electrons may not be an artifact of experimental

design.

Previously published total yield measurements showed little to no dependence in

charge state for electron yields from carbon ion interactions. A comparison of 2+ and 3+

carbon ions at 6 MeV was performed and revealed subtle increases in electron yields for

3+ carbon ion interactions for multiple angles in the forward and backward direction. This

is in contrast to the suggestion of Itoh that no difference in the 3+ carbon case should be

expected. How much difference this would make in total yields is unclear and could be a

parameter for investigation in future studies. A full investigation into the electron yields

from a wide range of energies for singly ionized vs. bare carbon ions could be of clinical

interest.

An investigation into the electron yields from gold nanostructures embedded onto
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the surface of silicon wafers provided insight into the low energy electron yield differences

between amorphous gold matrix and clumped gold particle surfaces. An obvious increase

in electron yields from the presence of gold nanoparticles across all electron energies was

observed for both protons and carbon ions when compared to the silicon control. An angular

distribution test for back scattered electrons from proton interactions was done for silicon

control, 1.5% GNP, and 9.5% GNP targets to confirm the same decreasing electron yields

approaching 90° seen in the foil measurements. The surface conditions for these targets were

not optimal for investigating angular dependencies as the surfaces were etched and uneven

from the manufacturing process, but an overall rough angular dependence was noted, showing

evidence of similar surface conditions to previously used targets. An increase in electron

yields across all electron energies for decreasing carbon ion projectile energy was observed

as expected.

For both proton and carbon ion interactions with Si-GNPs, an increased low energy (<

10 eV) yield was observed in comparison to the gold foil measurements. These observations

should be considered carefully as the scaling done to normalized gold foil yields was a yield-

based scaling at 100 eV, assuming the majority of high energy electron yields produced by

either target are going to more heavily depend on the projectile energy than the target

conditions. If this increased low energy electron yield observation for GNPs is an artifact

of the surface conditions of gold nano structures, comparisons to simulation could provide

insight into model improvements for the low energy electron cross section functions.

Further investigations into the electron yield from gold nanostructures led to the em-

ployment of GNP film on gold TEM grid substrates as a target material. This target material

proved to be extremely difficult to work with as the 4 - 6 nm thick film was extremely fragile,

easy to damage in handling, damaged by unpulsed beam, evaporated by argon sputtering

gas, and dissolved under extreme heat. The high purity gold grid that acted as a substrate

for this target could have contributed to a large amount of the electron yield spectra, but

some interesting features were noted for this GNP film material. The presence of surface
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contaminates seemed to be inevitable as surface cleaning, even with neon gas, proved to

cause sufficient target damage. Projectile energy dependency was tested and noted to be

consistent with gold foil measurements when comparing 1, 2, and 4 MeV proton interactions

as well as 2.4, 6, and 8 MeV carbon ion interactions. A similar high energy electron drop-off

was observed for decreasing carbon ion energies similar to the gold foil experiments, provid-

ing a source of validation in the 2.4 MeV carbon ion on gold foil spectral features. In both

proton and carbon ion interaction with GNP film spectra, an increase in low energy (< 10

eV) electron yields was observed when yield-scaling to 100 eV, which is again consistent with

the Si-GNP yield measurements.

Doubly differential electron yields from proton and carbon ion interactions with amor-

phous solid water were measured to provide direct comparison data to liquid water simula-

tions and clinical applications. The optimal thickness of 100 L found in previous studies was

tested and confirmed showing a decrease in high energy (> 10 eV) electrons and an increase

in low energy electrons (< 10 eV) up to 100 L. A decrease in yields across all electron ener-

gies was noted from 100 to 400 L, including the low energy (< 10 eV) range. This overall

decrease in high energy electrons is believed to be attenuation of electrons generated inside

of the gold foil substrate, while the increase in low energy electrons up to 100 L is believed

to be due to the surface contamination effects seen in cleaning, while the decrease in low

energy electron yields from 100 to 400 L is believed to be from surface charging effects.

An overall increase in doubly differential electron yields at all electron energies was

observed for decreasing proton projectile energy in the forward and backward direction as

expected. A simulation of this proton interaction spectrum for 2 MeV protons on 100

L amorphous solid water was performed at ECU and showed agreement in the 50 - 100

eV electron energy range. Disagreement in the electron yields at low energies is a matter

of debate between experiment and theory, as it is unclear if experimental conditions are

insufficient for measurement or low energy electron models are making over estimations.

Amorphous solid water build up on GNP film was performed as a comparison test to gold
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foil substrate measurements and showed similar decreasing yield rates across high energy

electrons, but did not show a local maximum around 100 L for low energy electrons.

Doubly differential electron yield measurements for carbon ion interactions with 100

L amorphous solid water showed similar spectral features when compared to gold foil mea-

surements, but when normalized to carbon ion interactions on gold foil, showed a decrease

in low energy electron yields with decreasing carbon ion projectile energy, which was not

expected. This is in strong disagreement with near Bragg-peak dose distributions for carbon

ion interaction measurements in liquid water.

Improvements that could be made for this investigation include further reduction of

stray magnetic and electric fields inside the UHV chamber, improved target selection, and

the use of electron spectroscopy techniques to measure high energy electrons with higher

precision. Additional Helmholtz coils, designed to cancel out the horizontal components of

stray magnetic fields, could improve the passage of low energy (< 1 eV) electrons. This

improvement to low energy electron passage may lead to closer agreement with Monte Carlo

simulation outputs. As a substitute for the GNP embedded in silicon target, a GNP embed-

ded poly(methyl methacrylate) (PMMA) target could be used to more accurately simulate

a GNP injected tumor site. PMMA is widely used as a phantom material in radiation

dosimetry as the hydrocarbon distribution is very similar to human tissue. To further study

the fundamental properties of GNPs with the use of films, a thicker target film should be

manufactured that does not require the need for a grid substrate. In order to improve

the resolution of high energy (> 100 eV) electron yields, measurement techniques involving

electron spectroscopy, which is incapable of measuring low energy electrons, could offer preci-

sion measurements for the less prevalent but still important high energy electron production

during ion interactions with matter.
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