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ABSTRACT 

 
Bibliographic references are integral to scholarly discourse in humanities disciplines. While prior 

work has focused on reference extraction and parsing, little research has investigated the 

classification of footnotes containing bibliographic citations and author commentary using 

supervised machine learning methodologies. For this thesis, we contextualize bibliographic 

reference analysis within the broader domain of archival document processing through an original 

literature survey of current techniques, tools, and trends in the field of historical document 

processing. Next, we review related work on bibliographic citation identification and reference 

parsing. Finally, using a historiographic dataset drawn from the JSTOR humanities archive, we 

train and compare the performance of a suite of single and hybrid machine learning classifiers on 

a novel, previously unexplored bibliographic reference classification task. Moreover, as a part of 

this analysis, we compare the performance of traditional features and novel, grammatical features 

drawn from natural language processing. Our work demonstrates the superiority of hybrid models 

for classification of scholarly footnotes containing historiographic bibliographic references, the 

transferability of features from reference extraction to this research problem, and the viability of 

training machine learning models for this task utilizing novel, grammatical features. 
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Chapter 1: Introduction 
 

The advent of the “Big Data” epoch has transformed computing. Non-relational databases 

have become popular alternatives to traditional, relational ones to accommodate the need to scale 

data stores [Gudivada et al 2015]. It has driven an explosive growth in the use of machine 

learning and deep learning to leverage the vast quantities of data available across many scientific 

and commercial domains [Gudivada et al 2016]. It has necessitated new microservices 

architectures in software engineering since traditional monolithic architectures cannot adequately 

scale [Jamshidi et al 2018].Developing methodologies to mine this rich reservoir of data at a 

massive scale, developing robust system architectures to retrieve information from it efficiently, 

and then analyze this information ethically and insightfully are key imperatives of computer 

scientists, software engineers, and data scientists in the twenty-first century. 

Yet, many computing practitioners and researchers have a myopic focus on contemporary 

Big Data. They are oblivious to the Big Data of the past that antedates to the era of modern 

computing inaugurated by Alan Turing, John von Neumann, Thomas Kilburn, and other 

pioneering scholars [Ceruzzi 2003; Anderson 2009]. Traditionally the domain of historians and 

other researchers in the humanist disciplines, this archival data is “forgotten data” that awaits its 

own Big Data renaissance. Unlocking its potential will necessitate collaboration between 

researchers in computing and the humanities [Terras et al 2018] 

1.1 Conceptualizing Archival Data as “Big Data” 
 
 Throughout history religious and secular libraries have been integral to the preservation 

of human knowledge and the epicenters of renewals of learning. For example, monastic 

scriptoria in Europe were crucial preservers of Greek and Roman literature following the 

collapse of the western Roman Empire in the fifth century AD [Scrivner 1980]. Monastic scribes 
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produced handwritten manuscripts that kept knowledge of antiquity alive, and renewed focus on 

these manuscripts helped to spark the fifteenth century Renaissance. Medieval manuscripts were 

supplemented by the explosive number of new published works that flowed off the printing 

presses of Europe during and after the Renaissance. Libraries became archival repositories for all 

kinds of human learning, much of which continues to lie dormant and inert, awaiting scholarly 

attention. Just like contemporary Big Data, archival data exists in unstructured, semi-structured, 

and structured varieties. This archival data in all its forms is the “Big Data” of the past. 

Conceptualizing it requires transcending the chronological shortsightedness that is an affliction 

of our modern moment.  

1.2 Historical Documents as Archival Data 
 

Historical documents represent one embodiment of archival data. Medieval and 

Enlightenment-era manuscripts as well as printed texts have drawn the interest of computing 

scholars interested in handwriting recognition, document layout analysis, and optical character 

recognition. A more extensive treatment of this field is given in Chapter 2 of this thesis. 

However, much of the research in this domain seems fixated on novel algorithms to improve a 

particular phase of historical document analysis and less concerned with the analysis of the 

semantic content of this archival data. To ignore the meaning embodied in these historical 

documents is to cut ourselves off from vital insights they have to share. 

1.3 Bibliographic References as Scholarly Archival Data 
 

Not all archival data remains cryptic. The advent of digital libraries has enabled archival 

data from the more recent past to be stored in databases and accessed within information 

retrieval systems. Digital libraries are integral to the workflow of scholarship in both the sciences 

and the humanities, yet the revolutionary effects of Big Data are felt here as well. Researchers in 
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Bioinformatics have been in the vanguard of developing novel methodologies in text mining to 

extract useful information from these vast digital libraries of scholarly archival data [Xie et al 

2013]. Bibliographic references are one information type that can be mined from these semi-

structured scholarly archival data. Chapter 3 of this thesis examines related work on 

methodologies for extraction and parsing of these references in both the bioinformatics and 

increasingly humanities domains, especially that of historiography.  

1.4 Thesis Motivation 

This thesis was motivated by the author’s conviction that archival data matters in 

contemporary discourse. As medieval literature scholar C.S. Lewis observed, old books, and 

therefore, by extension data from the past, are vital in the quest for truth: “Every age has its own 

outlook. It is especially good at seeing certain truths and specially liable to make certain 

mistakes. We all, therefore, need the books that will correct the characteristic mistakes of our 

own period. And that means the old books.” [Lewis 1970] Developing methodologies and 

software systems to support historians and other scholars in humanities disciplines will be 

essential to unlocking the secrets of this “forgotten data.” Yet, this is a joint effort in “archival 

analytics” that requires the algorithmic expertise of computer scientists, the systems architecture 

expertise of software engineers, and the data analysis insight of data scientists to complement the 

domain knowledge of historians and other humanists. 

 The computing field has antecedents for this kind of interdisciplinary, collaborative work 

in its early history. For example, Fr. Roberto Busa collaborated with IBM during the 1950s and 

beyond to use their mainframes to create a vocabulary index to the entire 10,600,000-word Latin 

corpus of medieval theologian Thomas Aquinas [Busa 1980; Jones 2018]. Moreover, biblical 

scholar John Ellison used the Mark 1 at Harvard University to analyze the transmission of 



 4 

manuscript readings within the Christian New Testament [Bowles 1967]. Humanities computing 

is not new. A new generation of computing practitioners and software engineers simply need to 

rediscover and utilize it, creating novel methodologies and building software systems to recover 

the “forgotten data” in the archives of the past. 

1.5 Research Questions and Thesis Contributions 
 

Despite the excellent work in text mining to extract bibliographic references from 

archival documents and work in machine learning to parse the metadata of these citations, there 

are several facets of bibliographic references that have yet to be explored. This thesis seeks to 

examine the following research questions: 

• RQ1: Can we predict the type of bibliographic footnote based on the properties of its 

citations and semantic content? 

• RQ2: Can features traditionally used for bibliographic reference extraction be transferred 

to this footnote classification task? 

• RQ3: Can novel, grammatical features drawn from the field of Natural Language 

Processing (NLP) be utilized to predict the type of bibliographic footnote? 

Chapter 4 discusses the methodology for addressing these questions, including the creation of a 

novel dataset of archival historiographic bibliographic references. Chapter 5 discusses the results 

of the experimental phase of the research for this thesis. This thesis makes the following original 

contributions: 

• Contribution 1: We train a suite of single and hybrid supervised machine learning 

classifiers and evaluate their performance on a novel bibliographic reference 

classification task. These experiments demonstrate the superiority of hybrid machine 

learning models for this kind of bibliographic reference analysis. 
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• Contribution 2: We demonstrate that features used for bibliographic reference extraction 

are transferable to the differentiation of reference string type. 

• Contribution 3: We demonstrate that novel, grammatical features are viable alternatives 

to traditional feature sets for training supervised machine learning classifiers. 

1.6 Thesis Structure 
 

This thesis is structured as follows. Chapter 2 explores computational archival data 

analysis through a literature survey of techniques, tools, and trends utilized in historical 

document processing. Chapter 3 discusses related literature on bibliographic reference extraction 

and parsing techniques from archival data. Chapter 4 reviews the methodology used for the 

experimental phase of this thesis. Chapter 5 discusses the results of the thesis experiment. 

Finally, Chapter 6 concludes with a summary of the work and suggests directions for future 

work. 



  

Chapter 2: A Survey of Techniques, Tools, and Trends in Historical Document Processing 

2.1 Introduction 

Historical Document Processing (HDP) is the process of digitizing written and printed 

material from the past for future use by historians. Digitizing historical documents preserves 

them by ensuring a digital version will persist even if the original document is destroyed or 

damaged. Since many historical documents reside in libraries and archives, access to them is 

often hindered. Digitization of these historical documents thus expands scholars’ access to 

archival collections as the images are published online and even allows them to engage these 

texts in new ways through digital interfaces [Chandna et al 2016; Tabrizi 2008]. HDP 

incorporates algorithms and software tools from various subfields of computer science to convert 

images of ancient manuscripts and early printed texts into a digital format usable in data mining 

and information retrieval systems. Drawing on techniques and tools from computer vision, 

document analysis and recognition, natural language processing, and machine learning, HDP is a 

hybrid field. This chapter surveys the major phases of HDP, discussing techniques, tools, and 

trends. After an explanation of our research methodology, digitization challenges, techniques, 

standard algorithms, tools, and datasets are discussed, and concludes with suggestions for further 

research. This chapter was previously published in the proceedings of the 12th International Joint 

Conference on Knowledge Discovery, Knowledge Engineering and Knowledge Management 

(IC3K 2020) [Philips and Tabrizi 2020]. 

2.2 Methodology 

2.2.1 Research Rationale 

This chapter examines the evolution of the techniques, tools, and trends within the HDP 

field over the past twenty-two years (1998-2020). The author believes this extended scope is 
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warranted: No prior study was found that summarized the HDP workflow for both handwritten 

archival documents and printed texts. Prior studies have focused on one dimension of the 

problem, such as layout analysis, image binarization, or actual transcription. Very few discussed 

aspects of a full historical document processing workflow. 

2.2.2 Article Selection Criteria 

This research focuses on historical documents written in Latin, medieval and early 

modern European vernaculars, and English reflecting the current state of the HDP field: most of 

the work on historical archival documents has focused on western scripts and manuscripts. From 

the initial collection of 300+ articles chosen, 50 were selected for this survey. This survey 

emphasizes the computer science dimension of HDP, especially machine learning 

methodologies, software tools, and research datasets. The authors envision other computer 

scientists, digital humanists, and software developers interested in HDP and cultural heritage as 

their primary audience. 

2.3 Techniques and Tools 

2.3.1 Archival Document Types and Digitization Challenges 

Historical documents broadly defined include any handwritten or mechanically produced 

document from the human past. Many have been preserved in the archives of museums and 

libraries, which have pursued extensive digitization efforts to preserve these invaluable cultural 

heritage artifacts. An enduring goal within the field of document image analysis has been 

achieving highly accurate tools for automatic layout analysis and transcription [Baechler and 

Ingold 2010]. 
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Figure 2-1: The steps in a conventional HDP workflow for handwritten and printed 
documents. 
 

 
 

A typical HDP workflow proceeds through several sequential phases. After image 

acquisition, the document image is pre-processed and handwritten text recognition (HTR) or 

optical character recognition (OCR) is performed. This phase yields a transcription of the 

document’s text. This transcription is the input to natural language processing and information 

retrieval tasks. 

Prior to the 15th century, the majority of historical documents were texts produced by 

hand. After Gutenberg’s printing press, published works were produced on the printing presses 

while private documents continued to be done by hand. This dichotomy in document types 

beginning in the Early Modern era led to diverse document types that must be dealt with 

differently during the HDP process. 

The eclectic nature of all handwritten documents challenges automatic software tools. 

Medieval manuscripts are often more legible, and the inter- character segmentation of minuscule 

script are easier to train machine learning-based classifiers for than the continuous cursive of 

early modern handwritten texts. However, significant challenges in medieval documents are their 

complex layouts and intricate artwork [Simistira et al 2016]. Continuous cursive script in Early 

Modern documents is challenging during the HTR phase, while medieval documents present 

greater challenges during layout analysis. Other challenges with historical documents include 
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bleed-through from the opposite sides of the pages, illegible handwriting, and image resolution 

quality. 

The earliest printed texts, known as incunabula, have posed the most difficulties for 

accurate, digital transcription of printed works [Rydberg-Cox 2009]. Their fonts differ vastly 

from modern typefaces, and modern OCR software produces poor recognition results. The 

extensive use of textual ligatures also poses difficulties since they declined in use as printing 

standardized. After 1500 greater uniformity came to printed books, and by the early 19th 

century, the mass production of printed texts led to books that modern layout analysis and OCR 

tools could reliably and consistently digitize at scale, as seen in the digitation efforts of the 

Internet Archive and Google Books in partnership with libraries [Bamman and Smith 2012]. This 

opens up possibilities for Information Retrieval in archival “Big Data.” 

 
2.3.2 Techniques 

2.3.2.1 Pre-processing Phase 

This pre-processing phase normally includes binarization/thresholding applied to the 

document image, adjustment for skew, layout analysis and text- line segmentation. Various 

studies have proposed various binarization methods including Bolan et al 2010, Messaoud et al 

2012, and Roe and Mello 2013. Dewarping and skew reduction methods have been proposed in 

studies including Bukhari et al 2011 and performance analysis conducted in Rahnemoonfar and 

Plale 2013. Layout analysis is one of the most challenging aspects of HDP. Recent work has also 

examined the use of neural networks to restore degraded historical documents [Raha & Chanda 

2019]. Due to their complex page layouts, many studies have focused on layout analysis tools, 

algorithms, and benchmark datasets especially for medieval documents. Baechler and Ingold 

proposed a layout model for medieval documents. Using manuscript images from the E-codices 



 10 

project, they modeled a medieval manuscript page as several “layers”: document text, marginal 

comments, degradation, and decoration. Overlapping polygonal boxes are used to identify the 

constituent layers and are represented in software via XML. 

Gatos et al 2014 developed a layout analysis and line segmentation software module 

designed to produce input to HTR tools. Their work was incorporated into the Transcriptorium 

project’s Transkribus software. Pintus, Rushmeier, and Yang likewise explore layout analysis 

and text-line extraction with an emphasis on medieval manuscripts. Pintus et al 2015 address the 

problem of initial calculation of text- line height. They segment the text regions coarsely and 

apply a SVM classifier to produce a refined text line identification. They note their method is not 

adversely affected by skewed texts and usually does not necessitate any alignment correction. 

Yang et al (2017) extend their work on text-height estimation and layout analysis to an 

automated system that can work on a per-page basis rather than per manuscript. They propose 

three algorithms, one for text-line extraction, one for text block extraction, and one for 

identifying “special components.” These use semi-supervised machine learning technique and 

focus on medieval manuscripts produced originally by professional scribes. Their results 

demonstrate that the desideratum of automatic algorithmically-layout analysis with high 

precision, recall, and accuracy is drawing nearer to reality.  

 
2.3.2.2 Handwritten Text Recognition 

Due to the inherent challenges of HTR for historical documents, some studies including 

[Rath and Manmatha 2006; Fischer et al. 2012] explored keyword spotting techniques as an 

alternative to producing a complete transcription. Early keyword spotting techniques approached 

it as an image similarity problem. Clusters of word images are created and compared for 

similarity using pairwise distance. Fischer et al explored several data-driven techniques for both 
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keyword spotting and complete transcription [Fischer et al. 2009, 2012, 2014]. One problem with 

word-based template matching is that the system can only recognize a word for which it has a 

reference image. Rare (out of vocabulary) words cannot be recognized. As a solution, the 

HisDoc project applied character-based recognition with Hidden Markov Model (HMM) to 

keyword spotting. For their keyword spotting analysis, they compared the character-based 

system with a baseline Dynamic Time Warp (DTW) system. Using Mean Average Precision as 

their evaluation metric, they found that the HMMs outperformed the DTW system on both 

localized and global thresholds for the George Washington and Parzival datasets (GW: 

79.28/62.08% vs 54.08/43.95% and Parzival 88.15/85.53% vs 36.85/39.22%). The HisDoc 

project also compared HMMs and neural network performance on the University of Bern’s 

Historical Document Database (IAM-HistDB) to produce full transcriptions. They used a Bi-

directional Long Short-term Memory (BLSTM) architecture that could mitigate the vanishing 

gradient problem of other neural network designs. Each of their nine geometric features used for 

training corresponds to an individual node in the input layer of the network. Output nodes in the 

network correspond to the individual characters in the character set. The probability of a word is 

computed based on the character-probabilities. According to [Fischer, Naji 2014], word error 

rates were significantly better for the neural network architecture than the HMM system on all 

three sets of historical document images: St. Gall 6.2% vs 10.6%, Parzival 6.7% vs 15.5%, and 

George Washington 18.1% vs 24.1%. 

Neural networks continue to be the ascendant technique within the field for HTR. Granell 

et al. 2018 examined the use of convolutional recurrent neural networks for late medieval 

documents. The convolutional layers perform automatic feature extraction which precludes the 

need for handcrafted geometric or graph-based features such as those used by HisDoc. For deep 
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neural network architectures to be competitive for time efficiency with other techniques, they 

require significant computational power. This is obtained through the use of a GPU rather than a 

CPU. Working with the Rodrigo dataset, they achieved their best results using a convolutional 

neural network supplemented with a 10-gram character language-model. Their word error rate 

was 14%. 

2.3.2.3 Historical Optical Recognition 

As with HTR, historical OCR can be accomplished with several techniques. However, 

neural network- based methods have become more prominent in the software libraries and 

literature recently. Since printed texts in western languages rarely use scripts with interconnected 

letters, segmentation-based approaches are feasible with OCR that are not practical for HTR. 

Nevertheless, historical OCR is drastically more difficult than modern OCR [Springmann and 

Lüdeling 2017]. One challenge is the vast variability of early typography. Historical printings not 

laid out with modern, digital precision, and a plethora of early fonts were utilized across Europe 

[Christy et al 2017]. A multitude of typeface families exist, including Gothic script, Antiqua, and 

Fraktur. Although printing techniques standardized in the early 19th century, printed documents 

from 15th- 19th centuries are too idiosyncratic for OCR machine learning classifiers trained 

using modern, digital fonts. Among the most difficult historical texts for OCR are incunabula 

due to their extensive use of ligatures, typographical abbreviations derived from medieval 

manuscripts that do not always have a corresponding equivalent in Unicode, and unpredictable 

word-hyphenation across lines [Rydberg- Cox 2009]. The model training limitations of 

commercial software such as Abbey Fine Reader mean that researchers must resort to open 

source alternatives such as Tesseract or OCRopus [Springmann et al. 2014]. Tesseract’s 

classifier can be trained using either synthetic data (digital fonts that resemble historical ones) or 
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with images of character glyphs cropped from actual historical text images. Tesseract and 

OCRopus both offer neural network classifiers Although high accuracies are achievable with 

neural networks, some of the same caveats apply from their use for HTR. These classifiers 

require substantial training data, with the corollary of extensive ground truth that must be created 

manually, and this classifier is computationally intensive for CPUs [Springmann et al 2014]. 

2.3.2.4 Software Tools and Datasets 

Several software tools and datasets (Figure 2-2) exist for researchers and practitioners 

pursuing historical document processing.  

Figure 2-2: A taxonomy of HDP datasets based on use case and time-period. 

 
 

For historical OCR, these include Abbey FineReader, Tesseract, OCRopus, and AnyOCR tools 

and primarily the IMPACT dataset of early modern European printed texts. Few generic tools 

exist for historical HTR tasks, but researchers do have access to the IAM-HistDB and Rodrigo 
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datasets. These variously contain images of full manuscript pages, individual words and 

characters, and corresponding ground truth for medieval Latin and early German and Spanish 

manuscripts. The IAM-HistDB also contains the Washington dataset for historical cursive 

handwriting recognition. In addition to software and datasets for the transcription phase of 

historical document processing, the Alethia tool and the IMPACT and Diva-HistDB datasets can 

be used for researching layout analysis and other pre- processing tasks. The rest of this section 

surveys the characteristics of the available datasets and discusses training, testing, and evaluation 

methodologies. 

Few options exist for researchers seeking to work with medieval manuscript 

transcription. Two medieval datasets are included in the IAM-HistDB. The St. Gall dataset 

features images of a ninth century Latin manuscript written in Carolingian script by a single 

scribe. Fischer et al utilized the images and corresponding previously published page 

transcriptions from J.P. Migne’s Patrologia Latina to create the dataset [Fischer et al. 2011]. In 

addition to page images and transcription, the dataset includes extensive ground-truth: text-lines 

and individual word images have been binarized, normalized, and annotated with line-level 

transcription. Originally developed by the HisDoc project, the dataset has since been used in 

further research. 

While Latin was the dominant ecclesiastical and scholarly language of Europe during the 

medieval period, some literature was produced in the vernacular languages. Two datasets exist 

for researchers investigating HTR in those vernacular texts, specifically the Old German and Old 

Spanish dialects. Included with the IAM-HistDB, the Parzival dataset contains manuscript pages 

of an Arthurian epic poem written in Old German from the 13th and 15th centuries. The 47 

Parzival images are drawn from three different manuscripts produced by three scribes using 
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Gothic minuscule script in multi- column layouts. Like the St. Gall set, the Parzival collection 

includes page images and transcription along with ground truth annotation. Text-lines and single 

word images have been binarized, normalized, and annotated with a full line-level transcription. 

Known as the Rodrigo corpus, the Old Spanish dataset is larger than either the St. Gall or 

Parzival datasets at 853 pages. Created for HTR and line extraction research, the researchers 

based at the Universitat Politecnica de Valencia used the digitized images of an Old Spanish 

historical chronicle, the “Historia de Espanana el archbispo Don Rodrigo” [Serrano et al 2011]. 

The manuscript is from 1545, and thus can be traced to the emergence of printing press 

technology. Although the creators of the dataset published results of running a hybrid HMM-

based image classifier with a language model, Granell et al have used the dataset with deep 

neural networks [Granell et al 2018]. 

The Washington dataset is the third dataset included in the IAM HistDB. Drawn from the 

George Washington papers at the US Library of Congress, its script is continuous cursive in the 

English language. First used in Rath and Manmatha, the HistDoc project supplemented the 

dataset with individual word and text-line images and corresponding ground truth transcriptions 

for each line and word [Fischer et al 2010]. The Washington dataset is especially valuable for 

cursive HTR in historical documents. 

The previously described IAM-HistDB datasets dealt exclusively with historical HTR. As 

a benchmark for evaluating pre-processing performance on medieval documents, the HistDoc 

project created the Diva-HistDB. This dataset contains 150-page images from three different 

manuscripts with accompanying ground truth for binarization, layout analysis, and line 

segmentation [Simistira et al 2016]. Written in Carolingian script, two of the manuscripts are 

from the 11th century, and one from the 14th century written in Chancery script. All three 
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manuscripts have a single column of text surrounded by extensive marginal annotation. Some 

pages have decorative initial characters. The layouts are highly complex. The ground truth 

concentrates on identifying spatial and color-based features. Like the IMPACT dataset, the 

ground truth is encoded in the PAGE XML format. The dataset is freely available on the HistDoc 

project website. 

While most of the HTR and OCR datasets discussed in this section have focused on Latin 

languages or Latin script, a dataset has been created for HTR and OCR of historical polytonic 

(i.e. multiple accents) Greek texts. Introduced by Gatos et al, the dataset was developed for 

research on the word and character recognition as well as line and word segmentation (Gatos et 

al 2015). It features 399 pages of both handwritten and printed Greek text, mostly from the 

nineteenth and twentieth century. 

 
2.3.2.5 Methodologies for Evaluation 

Several metrics are used to evaluate the performance of a historical document processing 

system. For handwritten text recognition systems that use image similarity, precision and recall 

are two important performance measures. Precision ascertains how many of all the relevant 

results in the dataset were actually retrieved. For machine learning systems, transcription 

performance is evaluated using the character error rate, word error rate, or sometimes both if a 

language model is utilized to enhance the recognition results. Layout analysis performance is 

assessed using the line error rate and segmentation error rate [Bosch et al 2014]. 

2.3.2.6 Software Systems 

Cultural heritage practitioners seeking production- ready tools for their own historical 

document preservation projects have two software systems available that provide a full suite of 

tools for pre- processing, machine learning training, and transcription. These two tools are 
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DIVA-Services [Würsch et al 2017] and the Transkribus platform from the EU-sponsored READ 

project [Kahle et al 2017]. 

DIVA-Services and Transkribus offer similar feature sets to the cultural heritage 

community. However, they should not be seen as direct competitors. As a cross-platform 

software service, Transkribus is likely the better solution for archivists seeking an integrated 

HDP toolchain that requires minimal or no custom software to be developed. Since it offers 

multiple tools for each step in the HDP process and supports standard formats such as PAGE, it 

is ideally suited for archivists who need a reliable service for a historical document transcription 

project that allows support for machine learning training on new datasets. Due to the platform’s 

hybrid open source-closed source nature and lack of tool modularity (users cannot substitute 

their own libraries directly for a Transkribus one), users who need more flexibility and alignment 

with open source values may find DIVA-Services more suited to their needs. Since DIVA-

Services provides separate API calls for each discrete step in the HDP workflow, this service is 

more suitable for computer science researchers and archivists who need to integrate existing 

methods alongside custom software. DIVA-SERVICES and Transkribus thus offer 

complementary approaches that meet the different use cases of members of the cultural heritage 

community. 

2.4 Recent Trends 

Within the past decade, several research projects have advanced the field of historical 

document processing through the creation of datasets, the exploration of improved techniques, 

and the application of existing tools to digital archival document preservation efforts. The 

HisDoc family of projects have made significant contributions to algorithms, tools, and datasets 

for medieval manuscripts. The inaugural HisDoc project lasted from 2009 to 2013 and 
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concurrently studied three phases of HDP: layout analysis, HTR, and document indexing and 

information retrieval [Fischer Nijay et al 2014]. While much of their research focused on 

medieval documents and scripts, their goal was to create “generic methods for historical 

manuscript processing that can principally be applied to any script and language.” (83) 

HisDoc 2.0 was conceived as a direct extension of the original HisDoc project. Concentrated at 

the University of Fribourg, the focus of this project was advancing digital paleography for 

archival documents [Garz et al 2015]. The HisDoc 2.0 researchers recognized that historical 

manuscripts are complex creations and require multi-faceted solutions from computer science. 

Written by multiple scribes and due to inconsistent layouts, many documents do not conform to 

the ideal characteristics explored during the first HisDoc project. With HisDoc 2.0, the 

researchers investigated combining text localization, script discrimination, and scribal 

recognition into a unified system that could be utilized on historical documents of varying genres 

and time periods. The HisDoc 2.0 project made several contributions to the field. One was 

DivaServices, a web service offering historical document processing algorithms with a RESTful 

(representational state transfer) API to circumvent the problem many developers and 

practitioners face with the installation of complicated software tools, libraries, and dependencies 

[Würsch et al 2016]. Another contribution was the DivaDesk digital workspace, GUI-based 

software that makes computer science algorithms for ground truth creation, layout analysis, and 

other common tasks accessible for humanities scholars [Eichenberger et al 2014]. The project 

explored ground truth creation, text region and layout analysis with neural networks, and aspects 

of scribal identification. Finally, the project produced and released the Diva-HisDB dataset. 

The IMPACT project was a European Union- funded initiative to develop expertise and 

infrastructure for libraries digitizing the textual heritage of Europe. Despite the rapid rate of text 
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digitization by European libraries, the availability of full-text transcriptions was not keeping 

pace. With many libraries solving the same digitization challenges, solutions to problems were 

being duplicated, leading to inefficient use of time and resources. Moreover, existing OCR 

software produced unsatisfactory accuracy for historical printed books. Through the formation of 

a pan- European consortium of libraries, the IMPACT project consolidated digitization expertise 

and developed tools, resources, and best practices to surmount the challenges of digitization on 

such an extensive scale. The project lasted from 2008- 2012. Among its achievements were the 

monumental creation of the IMPACT dataset of historical document images with ground truth 

for text and layout analysis, the development of software tools for layout analysis, ground truth 

creation, and optical character recognition post-correction, the proposal of the PAGE format, and 

the exploration of techniques for OCR, layout analysis, and image correction [Papadopoulos 

2013; Pletschacher & Antonacopoulos 2010; Vobl et al 2014]. 

The Early Modern OCR Project (eMOP) was an effort by researchers at Texas A & M 

University to produce transcriptions of the Early English Books Online and 18th Century 

Collections Online databases. Containing nearly 45 million pages collectively, these two 

commercial databases are essential tools for historians studying the literature of the 15th through 

the 18th century. The project produced accurate transcriptions paired with the corresponding text 

images and made available for crowd-sourced post-correction on the 18thConnect website using 

the TypeWright tool; it developed a true “Big Data” infrastructure to take advantage of high-

performance computing resources for both OCR and image post-processing. Another important 

contribution was the pioneering work on a historical font database [Heil and Samuelson 2013]. 

Historical Document Processing transforms scanned documents from the past into digital 

transcriptions for the future. After pre-processing through binarization, layout analysis, and line 
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segmentation, the images of individual lines are converted into digital text through either HTR or 

OCR. Within the past decade, first conventional machine learning techniques using handcrafted 

features and more recently neural network-driven methodologies have become solutions to 

producing accurate transcriptions from historical texts from medieval manuscripts and fifteenth-

century incunabula through early modern printed works. Projects such as IMPACT, 

Transcriptorium, eMOP, and HisDoc have made significant contributions to advancing the 

scholarship of the field and creating vital datasets and software tools. The combined expertise of 

computer scientists, digital humanists, historians, and archivists will all be necessary to meet the 

challenge of HDP for the future.  

As archives continue to be digitized, the volume and variety of archival data and the 

velocity of its creation clearly indicate that this is a “Big Data” challenge. Accurate 

transcriptions are a prerequisite for meaningful information retrieval in archival documents. The 

creation of robust tools and infrastructure for this new phase of historical document processing 

will be the mandate of all those who wish to preserve humanity’s historical textual heritage in the 

digital age. The next chapter will examine methodologies for analysis of archival data 

(specifically bibliographic references) once this data has been created using an HDP workflow 

 



  

Chapter 3: Related Literature on Bibliographic References 
 

Bibliographic references are integral to research and scholarly discourse in both the 

sciences and the humanities. Through them, researchers acknowledge their intellectual debts and 

orient their readers to the extant research literature foundational to their own projects. The 

citation of other authors’ works enables researchers to contextualize their work in the ongoing 

research discourse of their disciplines and to differentiate it from what has been done before 

them. These references furnish a mechanism for authors to acknowledge the seminal works of 

prior scholarship and signal those works that represent novel research directions. Taken together, 

a work’s bibliographic citations create a mosaic, a snapshot of the state of a discipline at a 

particular point of time. 

 The preceding chapter examined the general process for digitizing archival documents. 

This chapter focuses on methodologies for archival data analysis of bibliographic references. 

Specifically, it defines bibliographic references, contrasts their different uses in scientific and 

humanities research, and discusses related literature on the extraction and parsing of these 

references in humanities disciplines from archival data. 

3.1 Defining Bibliographic References and Scholarly Citations 

Fundamentally, a bibliographic reference is a scholarly citation of another research work. 

Its key elements include the cited work’s author(s), its title, publication details, page references, 

date of publication, and in the case of digital sources, a DOI. Depending on the research 

discipline, bibliographic references appear as parenthetical citations or note numbers linked to a 

list of works cited or list of references appended to the publication’s end or contained in 

footnotes at the bottom of each page. 
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3.2 Role of Bibliographic References in Humanities Scholarship 

Within scientific fields, bibliographic references primarily fulfill the role of citation. Like 

pointers in the venerable C programming language, bibliographic references acting as citations 

direct a reader to related research or resources (i.e. datasets) in the “heap” of academic memory. 

Citations permit an author to establish the parameters of their own research through referral to 

others’ work, drawing upon critical ideas, insights, and results without having to recapitulate the 

entirety of those earlier studies. Since bibliographic references are utilized primarily in the mode 

of citation in scientific research, they are usually cited minimally in the text of a journal article 

through a parenthetical reference or note number with the references themselves consigned to a 

section of endnotes at the work’s end. 

 In contrast, within many humanities disciplines such as history and literary studies, 

bibliographic references have a much more extensive role than they do in the sciences. While 

they fulfill the role of citation as do their scientific counterparts, bibliographic references 

likewise are often embedded within and accompanied by extensive author commentary. This 

discursive analysis enhances the arguments and discussion of the article or monograph’s body. 

Citations and commentary meld together in humanistic discourse. They link an author to the 

ongoing scholarly conversation of the respublica litterarum that extends throughout time and 

space [Edelstein et al 2017; Grafton 2009]. Therefore, bibliographic references in humanities 

disciplines are frequently chronologically diverse. They can contain a plethora of citations to 

sources drawn from ancient, medieval and Renaissance, and modern eras. Usually located in 

footnotes or endnotes, these augmented bibliographic references complement and supplement the 

primary narrative and expository elements of the monograph or research article with crucial 

semantic content. While multiple citations occur in the sciences, humanistic scholarship 
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particularly in history and philology frequently embed a plethora of citations and commentary 

within an extensive matrix of footnotes. Figure 3-1 shows examples taken from an article in the 

field of Classical Studies on the Roman imperial expansion [Sidebottom 2005]. The footnote text 

extracted from the article and depicted in the figure show several note types, including single 

citation (note 3), single citation with scholarly commentary (note 4), and a note with multiple 

citations and commentary (note 6). 

Figure 3-1 

 

As this figure demonstrates, humanities scholarship utilizes footnotes to embed a rich research 

discourse in parallel with the main text of the publication. Instrumental as a means of citation, 

bibliographic references in footnotes furnish a vital venue for the research conversation of the 

humanities disciplines. Some researchers have begun investigating how these citations can be 

3 Nomadic Empires and China, 221 BC - AD 1757 (Cambridge, 
Mass. and Oxford, 1989). 

 
4  This involves a certain spelling out of the obvious and may 

irritate some classical scholars. But that seems a small price to 
pay. The non-specialists imagined are (i) historians interested 
in imperial- ism who do not specialize in Roman history, and 
(ii) English-speaking undergraduate students of Rome. 
Accessible translations and recent introductions are noted for 
the main sources. Abbreviations used follow The Oxford 
Classical Dictionary (eds. S. Homblower and A. Spawforth), 
3rd edn. (Oxford, 1996). References only slightly updated from 
1999, when the article was written. 

 
6  The History of Rome, tr. W.P. Dickson 5 Vols. (London, 

1894), J. Linderski, 'Si vis pacem, para bellum: concepts of 
defensive imperialism', in W.V. Harris (ed.), The Imperialism 
of Mid- Republican Rome (Rome, 1984), 133-64, shows how 
rooted in contemporary concerns was Mommsen's theory. 

Citations 
(highlighted) 
embedded in 
scholarly 
footnotes Note: Notes 3, 4 and 6 in this figure are quotations from [Sidebottom 2005]. 
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utilized in information retrieval to build scholarly literature recommender systems [Ollagnier 

2016; Ollagnier 2018]. 

3.3 Methodologies for Reference Extraction and Parsing 

Cognizant of the vital importance of bibliographic references and their rich semantic 

content, researchers in both computer science and bioinformatics have developed a rich literature 

investigating how to extract bibliographic references from published works and how to parse 

those extracted references into their constitutive elements. Originally, many of these endeavors 

were motivated by mining citations for bibliometric analysis [McBurney and Novak 2002]. 

Bibliographic references are thus envisioned as nodes in a research graph. However, recent work 

by some digital classicists and other humanities scholars has sought to elaborate and apply these 

methodologies to bibliographic references [Romanello 2013]. This section highlights 

methodologies and datasets for reference extraction and parsing. 

3.3.1 Reference Extraction 

 Within the context of a digital library archival system, the semantic content of 

bibliographic references furnishes a rich trove of data that can be mined and utilized for 

information retrieval and citation recommendation. Once publications such as journal articles 

and monographs have been digitized, the citations must first be extracted from the publication. 

Once extracted, each citation must be parsed into its individual elements. Only then can this 

archival, bibliographic data become useful information in digital systems. 

 Reference extraction methodologies in the humanities must account for complex 

document structures [Gupta et al 2009]. Parenthetical and indirect citations in the body of a work 

must be linked to the full bibliographic entries. Many footnotes contain multiple citations that are 

nested within author commentary. Approaches to extraction must reckon with not just extracting 
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the reference list from the end of a scholarly document as in scientific publications. Footnotes 

must be isolated from the body text of a page and from each other. This task can be exacerbated 

for historical scholarly documents by poor page scans and inaccurate optical character 

recognition (cf. Chapter 2). Approaches have included page layout analysis of PDFs as well as 

analysis of the extracted full-text of documents [Tkaczyk 2015; Lopez 2009]. Romanello applied 

conditional random fields (CRFs) to reference extraction in Classics scholarly articles 

[Romanello et al 2009]. 

3.3.2 Reference Parsing 

 Parsing bibliographic references in the humanities is a much more challenging task than 

in the sciences. While citations share common elements, no universal schema for reference 

formatting exists among humanities scholars. Furthermore, reference styles have varied 

significantly over time. Authors in earlier eras made frequent use of Latin abbreviations 

[Rydberg-Cox 2003]; these abbreviations, such as ibid. and opera cit., have persisted in 

humanities scholarship as shorthand for previously cited works in earlier notes. Reference 

parsing methodologies utilized in bioinformatics for reference parsing are therefore inadequate 

for the diversity and plurality confronting the task of humanities reference parsing. 

 Given that bibliographic references contain sequences of elements, their parsing has often 

been approached as a sequence modeling task [Chen et al 2012]. Hetzner applied Hidden 

Markov Models (HMM) [Hetzner 2008]. Peng and McCullum pioneered CRFs for this task 

[Peng and McCallum 2006]. Colavizza, Kaplan, and Romanello built on this work, developing a 

custom historiographical dataset and examining the performance of CRF-based classifiers 

[Colavizza and Kaplan 2015; Colavizza and Romanello 2017, Colavizza, Romanello, Kaplan 
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2018]. Alves et al also utilized this dataset to create a BiLSTM- CRF neural network-based 

model [Alves et al 2018]. 

3.4 Discussion 

 Reference extraction and reference parsing in the humanities both have been studied by 

researchers in computer science. The studies noted above have examined the feasibility of 

applying supervised machine learning models to the extraction of the references and the 

disambiguation of metadata within elements. However, the properties of bibliographic references 

have not been considered as the features for supervised models with the goal of predicting the 

type of bibliographic footnote. This strikes us as a missed opportunity. The ability to predict the 

type of footnote prior to the reference parsing task would enable more nuanced application of 

models. Moreover, leveraging grammatical content of the references themselves and their 

context within author commentary in the footnote strings would facilitate improved analysis. The 

experimental phase of this thesis discussed in subsequent chapters will conduct a performance 

analysis of different supervised machine learning models using features traditionally used in 

reference extraction and grammatical features to ascertain the feasibility footnote classification 

in scholarly, archival humanities data. 

 This chapter has defined bibliographic references, differentiated scientific and humanistic 

modes of scholarly citation, and discussed existing methodologies to the essential tasks of 

extraction and parsing. In the next chapter, we will discuss the methodology and dataset utilized 

in this thesis to classify footnotes containing bibliographic references and scholarly commentary 

using supervised machine learning methods and novel, grammatical features. 

 



  

Chapter 4: Methodology 
 
4.1 Dataset Construction 
 
 The experimental phase of this thesis examines bibliographic references through a novel 

approach. Rather than concentrating on reference extraction or parsing of individual citations as 

prior work has done, we focus on references and scholarly commentary embedded in footnotes 

drawn from archival data. Our analysis treats the entire footnote as the unit of analysis. Our 

purpose is to examine the feasibility of analyzing the text of these footnotes in order to classify  

them according to the following categories given in Table 4-1. 

Table 4-1 

Bibliographic Footnote 
Category 

Description 

1 Footnotes containing solely commentary and no citations. 
2 Footnotes consisting of a single bibliographic reference 
3 Footnotes consisting of multiple references and scholarly 

commentary 
4 Footnotes consisting of multiple bibliographic references 

with no scholarly commentary 
5 Footnotes consisting of single references and scholarly 

commentary 
 

Existing datasets of bibliographic references from the field of history were deemed unsuitable for 

this novel task. Therefore, we developed our own dataset of humanities scholarship derived from 

the JSTOR archive for this experiment [JSTOR]. 

 JSTOR in the humanities disciplines is analogous to IEEE Explore and the ACM Digital 

Library for the fields of software engineering and computer science. It includes thousands of 

humanities journals and monographs published from the nineteenth century onward. Using issues 

from the Journal of American History (JAH) from the years 1964 and 1966, we extracted 495 

footnotes from 8 research articles covering a diverse range of topics and periods in the history of 
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the United States and the North American continent to create the corpus. This process was 

completed manually to ensure accuracy of the data. Plaintext files corresponding to each research 

article were created. Footnotes were extracted from the article PDFs as text strings into these text 

files. These footnote strings were visually compared with the pages of the PDFs for accuracy and 

minor OCR errors detected by this manual inspection process were corrected. Table 4-1 shows 

the distribution of footnotes by article in the JSTOR Journal of American History (JAH) dataset. 

Table 4-2 

Article ID (in JSTOR 

database) 

Title Number of Footnotes 

1887566 The Historian as Editor: Francis 
Parkman's Reconstruction of 
Sources in Montcalm and Wolfe 

39 

1887567 Josiah Strong and American 
Nationalism: A Reevaluation 

70 

1887568 Progressives and the Great 
Society 

42 

1887569 Drafting the NRA Code of Fair 
Competition for the Bituminous 
Coal Industry 

95 

1887570 Hull, Russian Subversion in 
Cuba, and Recognition of the 
U.S.S.R 

48 

1887571 The Army "Mutiny" of 1946 70 

1888010 Charles W. Eliot, University 
Reform, and Religious Faith in 
America, 1869-1909 

70 

1888011 The Massachusetts State Texas 
Committee: A Last Stand 
Against the Annexation of Texas 

61 

 

4.2 Feature Extraction and Preprocessing 
 
 The plain text files created during the initial phase of dataset creation were then mined to 

extract the features for training the machine learning classifiers. Two sets of features were 
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extracted from the same set of footnote strings. The first set of features were derived from 

[Councill et al 2008]’s work on citation extraction from “reference strings.” The 7 features 

selected are: 

• String length in characters 

• Title case word frequency 

• Upper case word frequency 

• Lower case word frequency 

• Punctuation character 

• Word count 

• Number count 

The second set of features are novel in this domain of bibliographic reference analysis. No prior 

work in this field has examined the suitability of using grammatical features for bibliographic 

reference classification in footnote strings. Therefore, we tokenized the footnote strings and 

applied part-of-speech tagging from the domain of natural language processing to these 

tokenized strings. For the parts-of-speech categories, we utilized the standard Penn Treebank 

tagset [Marcus et al 1993]. Minimal pre-processing was applied to the footnote strings for the 

second feature set to remove hyphenated number tokens. Tokenization and part-of-speech 

classification for the tokenized strings were performed using the Natural Language Toolkit [Bird 

2006]. Tagging used the NLTK’s built-in Perceptron tagger pre-trained on the Penn Treebank 

corpus. Figures 4-1 and 4-2 show the process of feature extraction for each set of features.  
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Figure 4-1 

Process for extracting traditional features 

 

Figure 4-2 

Process for applying part of speech tagging and extracting grammatical features 

 

Both feature sets are exclusively numeric in the sense that they are frequencies of particular 

citation and semantic elements appearing in the footnote strings (as opposed to binary or 

categorical data) [Kelleher et al 2015]. For reference, the first set of extracted features from 

JSTOR JAH dataset is given in the Appendix. 

4.3 Supervised Machine Learning Models 
 
 The experimental phase of this thesis was approached as a supervised machine learning 

problem, particularly a multiple-classification problem. We wanted to examine single and hybrid 

supervised machine learning methodologies and compare their performance on these two diverse 

feature sets. Therefore, we trained a suite of standard single and hybrid machine learning 

classifiers using the JSTOR JAH Dataset to predict the bibliographic footnote category, 

including:  

• Multinomial Naïve Bayes 
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• K-Nearest Neighbors 

• Decision Tree 

• Gradient Boosting 

• Stochastic Gradient Descent 

• Logistic Regression 

• Random Forest 

• Support Vector Machine 

The choice of models was in part determined by the nature of the features in the dataset, i.e. 

Multinomial Naïve Bayes was selected rather than Bernouli or Gaussian Naïve Bayes. 

4.4 Tools and Software Libraries 
 
 In the spirit of software engineering that seeks to leverage existing software libraries and 

tools in conjunction to solve problems, we utilized the implementations of the machine learning 

algorithms provided by the Sci-Kit Learn Library [Pedregosa et al 2011]. Feature extraction for 

both feature sets was accomplished using a custom module of our own design. The figures 

demonstrating classifier performance and the confusion matrices were created using the 

Matplotlib and Seaborn libraries [Hunter 2007, Waskom 2021]. The code for extraction of both 

the traditional and grammatical features as well as integrating the classifiers was written in 

Python targeting Python version 3.7. The experimental scenarios discussed in the subsequent 

chapter were run on an Apple iMac with a 3.6 GHz Intel Core i9 processor with 16 GB of RAM. 

 



  

Chapter 5: Experimental Results 

This thesis’s experiment is structured in two supervised machine learning scenarios. 

Scenario 1 trains a suite of single and hybrid classifiers on a set of traditional features originally 

utilized in bibliographic reference extraction. Scenario 2 trains the same set of classifiers using 

grammatical features drawn from the part-of-speech frequencies from bibliographic footnotes in 

historiographic archival data. This chapter discusses the results of both scenarios then concludes 

with experiment evaluation. 

 
5.1 Scenario 1: Bibliographic Reference Classification using Traditional Features 
 
 Scenario 1 trains a suite of standard, supervised machine learning classifiers using 

features extracted from the JSTOR JAH Dataset discussed in the preceding chapter. This 

problem was structured as a multi-class, supervised learning problem. These classifiers were 

trained to predict the category of a given historiographic footnote based on the properties of its 

citations. The dataset was split into 75% training and 25% testing. Each classifier was trained 

using identical splits of the dataset into training and testing data. 

 Each classifier was trained and evaluated twice for the scenario, using unmodified 

features and with feature-scaling applied [Han et al 2011]. Standard Scaling was applied to the 

features prior to training Decision Tree, Gradient Boosting, K-Nearest Neighbors, Logistic 

Regression, Stochastic Gradient Descent, and Support Vector Machine classifiers. Min-Max 

Scaling was applied to the Multinomial Naïve Bayes feature samples. The accuracy of the 

classifiers for each round of the scenario are given in Figures 5-1 and 5-2. 
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Figure 5-1 

 

Figure 5-2
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5.2 Scenario 2: Bibliographic Reference Classification using Grammatical Features 
 

Scenario 2 trains the same set of supervised single and hybrid classifiers used in the first 

scenario with features extracted from the JSTOR JAH Dataset discussed in the preceding 

chapter. Using the features discussed in Section 4.2 above, the suite of classifiers were trained to 

predict the category of a given historiographic footnote based on the grammatical characteristics 

of its citations. As in Scenario 1, the dataset was split into 75% training and 25% testing. The 

same split of the dataset was used to train and evaluate each classifier. 

 Each classifier was trained and evaluated twice for the scenario, using unmodified 

features and with feature-scaling applied. The accuracies of the classifiers for each round of 

Scenario 2 are given in Figures 5-3 and 5-4. 

Figure 5-3 
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Figure 5-4 

 

5.3 Discussion 

For Scenario 1 using traditional features for training, the best performing single 

classifiers were Logistic Regression with an accuracy of 77% (no feature scaling) and a tie with 

an accuracy of 78% between Stochastic Gradient Descent and Support Vector Machine with 

feature scaling applied. The best performing hybrid classifier and best performing classifier 

overall was Random Forest with an accuracy of 83%. 

For Scenario 2 using the novel grammatical features, the best performing single classifier 

was Logistic Regression with an accuracy of 80% without feature scaling. The worst performing 

classifier was Multinomial Naïve Bayes with an accuracy of 58% with feature scaling. As with 

Scenario 1, the best performing hybrid classifier was Random Forest with an accuracy of 82%. 

The near tie in performance for the Random Forest classifier for both scenarios with an 

82% vs 83% accuracy makes sense. Despite the different feature sets, traditional features and 
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grammatical features capture some similar properties of the data. For example, the frequencies of 

proper and common nouns in the data will be similar to the frequencies of upper and lowercase 

words. Where the grammatical features showed particular differentiation from the traditional 

ones in classifier performance was in the cases of the Multinomial Naïve Bayes, Decision Tree, 

Gradient Boosting, Stochastic Gradient Descent, and Support Vector Machine classifiers. Using 

grammatical features for training without feature-scaling improved the accuracy of Multinomial 

Naïve Bayes by 10%, Decision Tree by 3%, and Support Vector Machine by 6%. 

 Feature Scaling in both scenarios yielded mixed results. Without feature scaling, the 

logistic regression classifier’s model would not fully converge. For Scenario 1, feature scaling 

led to a 45% improvement in accuracy for Stochastic Gradient Descent and a 9% improvement 

in accuracy for Support Vector Machine. In contrast, scaling yielded marginal improvement 

results in Scenario 2. The primary improvement was a 4% performance improvement for 

Stochastic Gradient Descent. 

 Several conclusions can be drawn from these results. First, hybrid machine learning 

models, particularly Random Forest, yields the best results regardless of if traditional or 

grammatical features are utilized for training. Furthermore, grammatical features show particular 

promise for improving the accuracy of classifiers such as Multinomial Naïve Bayes, Stochastic 

Gradient Descent, and Support Vector Machine. Finally, this experiment demonstrates the 

overall utility of grammatical features for machine learning problems of this type. 

5.4 Evaluation 
 
 To evaluate the quality of the models built by the classifiers in these scenarios, ten-fold 

cross-validation was performed. Likewise, confusion matrices were generated for each model to 
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identify mis-classifications. Figures 5-5 and 5-6 show comparisons of individual classifier 

accuracy for both scenarios compared with the average cross-validation accuracy. 

Figure 5-5 

 

Figure 5-6  
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Figure 5-7 
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Figure 5-8 
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Figures 5-7 and 5-8 show confusion matrices for the best performing example of each classifier 

in both scenarios. A consistent pattern emerges from an analysis of the matrices. This pattern 

indicates that the classifiers struggled to distinguish footnotes containing a single citation from 

those that had multiple citations (categories 2 and 4). Additionally, due to the few samples for 

categories 1 and 5 (no commentary and single citation with commentary), additional training 

data will facilitate improved classifier performance in future work. 

 These two experimental scenarios demonstrate the viability of utilizing grammatical 

features to distinguish between bibliographic footnote types and the superiority of hybrid, 

supervised machine learning models such as Random Forest over single classifiers for this 

classification task. Additionally, the notable improved performance of models such as 

Multinomial Naïve Bayes using grammatical features indicates their independent utility for 

training compared to traditional feature types drawn from reference extraction tasks. While 

models constructed with grammatical features did not outperform the best models trained with 

traditional features, the performance improvements seen in the Multinomial Naïve Bayes and 

Decision Tree classifiers suggest grammatical features are complementary in nature to 

traditional, extractive features. Moreover, further experiments with a larger, more diverse dataset 

will be necessary to improve classifier performance on distinguishing footnote types such as 

single citation without commentary and notes with no citations. 

 



  

Chapter 6: Conclusion and Future Work 
 
6.1 Conclusion 

Bibliographic references are integral to scholarly discourse in humanities disciplines. 

While prior work has focused on reference extraction and parsing, little research has investigated 

the classification of footnotes containing bibliographic citations and author commentary using 

supervised machine learning methodologies. For this thesis, in Chapter 2 we contextualized 

bibliographic reference analysis within the broader domain of archival document processing 

through an original literature survey of current techniques, tools, and trends in the field of 

historical document processing. In Chapter 3, we reviewed related work on bibliographic citation 

extraction and machine learning reference parsing techniques. Finally, using a historiographic 

dataset drawn from the JSTOR humanities archive as discussed in Chapter 4, in Chapter 5 we 

trained and compared the performance of a suite of single and hybrid machine learning 

classifiers on a novel, previously unexplored bibliographic reference classification task. 

Moreover, as a part of this analysis, we compare the performance of traditional features and 

novel, grammatical features drawn from natural language processing. 

Our work in this thesis demonstrates the superiority of hybrid models for classification of 

scholarly footnotes containing historiographic bibliographic references, the transferability of 

features from reference extraction to this research problem, and the viability of training machine 

learning models for this task utilizing novel, grammatical features. 

6.2 Future Work 

 This thesis elucidates that prior studies have given much focus to bibliographic reference 

extraction and the parsing of reference metadata. The classification of scholarly footnotes 

containing bibliographic citations examined in this work was envisioned as a middle step 
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following reference extraction and prior to citation parsing. Future work will be necessary to 

determine if knowledge of the type of scholarly footnote prior to reference parsing enhances the 

accuracy of parsing. 

 Moreover, since the classification task undertaken in this thesis was novel, a new dataset 

had to be created to accomplish it. Manually annotating the dataset for this research took 

significant time and the necessity of proceeding with the experimental phase of this thesis 

constrained its size. Therefore, future work could expand the size and scope of this dataset 

beyond the Journal of American History to include additional articles and additional 

historiographical genres. A study of differences in citation patterns between scholarly 

monographs and journal articles and a comparison of machine learning model performance 

would be of interest. With a sufficiently large dataset of reference strings, the performance of 

Big Data analytics architectures, such as Hadoop and Spark, could be studied. 

 Another novel aspect of this thesis was the use of grammatical features, particularly part-

of-speech tags applied to the elements of in scholarly footnotes. Developing rich grammatical 

models of scholarly footnotes, including named-entity analysis and morphology could improve 

the accuracy and utility of grammatical features for reference string classification. 

 This thesis focused on comparing performance of single and hybrid supervised machine 

learning models. Additional hybrid models could be explored to see if they lead to improved 

model performance. For example, voting and other kinds of boosting techniques could be 

examined. 

 As demonstrated, our models achieved an average accuracy of 71.06% across both types 

of feature scaling using traditional reference extraction features and an 75.38% accuracy across 

both types of feature scaling using new grammatical features. Yet, the cross-validation 
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performance indicated that higher accuracies are obtainable with other partitions of the training 

and testing data. More detailed feature engineering and principal component analysis could yield 

insight into which features are most useful for bibliographic reference analysis. 

 This thesis has focused on supervised machine learning methodologies for bibliographic 

reference analysis. Yet, the opportunities of using computational methods and developing 

software systems to advance “archival analytics” are many. Perhaps French historian Emmanuel 

Le Roy Ladurie was correct when he wrote: “The historian of tomorrow will be a programmer 

…” [Ladurie 1979]. 
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1887566 1 134 14 2 3 8 18 3 1 1 
1887566 2 513 55 8 7 40 67 14 2 6 
1887566 3 195 13 2 6 16 20 13 3 2 
1887566 4 81 8 0 1 8 9 2 1 1 
1887566 5 39 3 1 1 4 5 1 1 1 
1887566 6 65 7 0 1 4 8 2 1 1 
1887566 7 38 4 1 1 4 5 1 1 1 
1887566 8 25 2 0 0 3 2 1 1 1 
1887566 9 38 4 1 1 4 5 1 1 1 
1887566 10 52 6 0 1 3 7 1 1 1 
1887566 11 230 15 1 13 12 29 4 2 2 
1887566 12 40 3 0 2 3 5 1 1 1 
1887566 13 38 4 1 1 4 5 1 1 1 
1887566 14 244 24 4 7 16 33 4 3 2 
1887566 15 94 8 1 2 5 11 2 1 1 
1887566 16 38 4 1 1 4 5 1 1 1 
1887566 17 98 7 1 2 8 10 5 1 1 
1887566 18 38 4 1 1 4 5 1 1 1 
1887566 19 34 2 0 0 4 3 2 1 1 
1887566 20 199 16 2 9 14 26 3 3 2 
1887566 21 107 9 1 2 7 12 2 1 1 
1887566 22 40 4 1 1 4 5 2 1 1 
1887566 23 16 2 1 0 3 2 1 1 1 
1887566 24 80 8 0 1 4 9 3 1 1 
1887566 25 38 4 1 1 4 5 1 1 1 
1887566 26 25 2 0 0 3 2 1 1 1 
1887566 27 38 4 1 1 4 5 1 1 1 
1887566 28 29 2 0 0 3 2 2 1 1 
1887566 29 12 1 0 0 2 1 1 1 1 



 

  54 

1887566 30 41 3 0 1 4 4 3 1 1 
1887566 31 163 12 1 5 13 18 5 1 1 
1887566 32 38 3 0 1 4 4 2 1 1 
1887566 33 101 9 1 5 8 14 2 1 1 
1887566 34 173 14 1 13 9 28 2 4 1 
1887566 35 38 4 1 1 4 5 1 1 1 
1887566 36 16 2 1 0 3 2 1 1 1 
1887566 37 190 15 3 10 16 27 6 1 1 
1887566 38 38 4 0 1 3 5 1 1 1 
1887566 39 72 8 0 2 4 10 1 1 1 
1887567 1 319 27 4 11 25 41 10 3 3 
1887567 2 203 23 1 2 12 25 5 3 2 
1887567 3 258 26 2 7 15 33 5 3 2 
1887567 4 1371 112 6 61 84 177 42 2 11 
1887567 5 172 22 0 2 11 24 6 3 2 
1887567 6 32 4 0 0 3 4 2 1 1 
1887567 7 22 3 0 0 3 3 1 1 1 
1887567 8 323 17 1 31 15 49 6 2 2 
1887567 9 564 28 8 37 41 73 22 2 10 
1887567 10 37 2 1 0 5 3 3 1 1 
1887567 11 98 7 2 1 8 10 4 3 2 
1887567 12 507 35 9 19 43 62 20 2 9 
1887567 13 148 13 0 0 24 13 17 3 7 
1887567 14 794 47 4 21 43 71 48 2 2 
1887567 15 44 3 1 1 4 5 2 1 1 
1887567 16 665 55 3 27 39 85 17 2 6 
1887567 17 354 26 2 20 24 47 8 2 4 
1887567 18 35 3 0 0 4 3 3 1 1 
1887567 19 418 21 1 25 23 47 9 4 1 
1887567 20 68 6 0 1 8 7 4 3 2 
1887567 21 48 5 0 0 6 5 4 3 2 
1887567 22 93 10 0 0 8 10 4 3 2 
1887567 23 324 22 1 12 19 37 8 4 1 
1887567 24 93 11 0 0 10 11 3 3 2 
1887567 25 467 34 4 23 28 58 12 2 5 
1887567 26 279 20 2 25 14 45 5 2 2 
1887567 27 38 2 0 0 5 2 4 1 1 
1887567 28 267 26 3 5 26 33 10 3 4 
1887567 29 33 2 0 0 4 2 3 1 1 



 

  55 

1887567 30 266 22 0 14 21 36 7 2 3 
1887567 31 27 3 0 0 3 3 1 1 1 
1887567 32 285 28 1 4 22 33 13 3 4 
1887567 33 40 5 0 0 5 5 2 3 2 
1887567 34 28 3 0 0 4 3 2 1 1 
1887567 35 16 1 0 0 2 1 2 1 1 
1887567 36 13 1 0 0 2 1 1 1 1 
1887567 37 128 11 1 5 11 17 4 3 2 
1887567 38 399 20 0 37 12 57 6 4 1 
1887567 39 71 8 0 0 6 8 3 1 1 
1887567 40 95 4 0 11 5 15 0 4 1 
1887567 41 344 12 0 33 14 47 5 4 1 
1887567 42 36 2 0 0 4 2 4 1 1 
1887567 43 86 7 0 2 8 9 7 3 2 
1887567 44 25 2 0 0 3 2 1 1 1 
1887567 45 156 10 0 10 10 20 5 2 4 
1887567 46 135 12 1 3 11 16 4 3 2 
1887567 47 289 26 0 10 23 36 9 2 4 
1887567 48 1339 102 14 93 68 197 13 2 3 
1887567 49 127 14 2 2 8 16 1 1 1 
1887567 50 111 8 2 2 14 11 8 3 3 
1887567 51 42 4 0 0 6 4 3 3 2 
1887567 52 59 5 0 3 4 8 1 1 1 
1887567 53 483 21 1 43 24 64 17 2 3 
1887567 54 357 18 2 23 18 45 6 2 2 
1887567 55 361 19 5 16 30 40 21 2 7 
1887567 56 56 5 0 0 7 5 5 1 1 
1887567 57 85 7 1 0 10 8 5 3 2 
1887567 58 49 4 0 0 6 4 3 3 2 
1887567 59 59 5 0 3 4 8 1 1 1 
1887567 60 30 2 0 0 3 2 1 1 1 
1887567 61 112 10 1 4 12 15 4 3 2 
1887567 62 414 37 2 13 23 51 14 3 3 
1887567 63 49 3 1 0 5 4 3 1 1 
1887567 64 43 3 1 0 4 4 3 1 1 
1887567 65 91 8 2 0 10 9 5 3 2 
1887567 66 118 14 2 4 12 18 4 3 2 
1887567 67 258 16 1 24 8 40 0 4 1 
1887567 68 164 11 0 7 11 18 4 1 1 



 

  56 

1887567 69 47 3 1 0 6 4 3 1 1 
1887567 70 67 7 0 3 7 10 1 3 2 
1887568 1 124 12 1 2 9 15 3 1 1 
1887568 2 824 78 9 16 52 96 22 3 8 
1887568 3 285 23 2 6 18 31 6 3 2 
1887568 4 314 37 5 7 20 45 5 3 3 
1887568 5 123 13 0 2 9 15 2 1 1 
1887568 6 519 59 5 13 34 72 9 3 5 
1887568 7 94 9 1 2 7 12 3 1 1 
1887568 8 200 20 2 7 16 28 6 1 1 
1887568 9 139 13 1 4 11 18 3 1 1 
1887568 10 112 14 2 1 7 15 2 1 1 
1887568 11 126 11 1 4 7 16 2 1 1 
1887568 12 142 17 3 3 12 21 4 3 2 
1887568 13 166 17 1 7 12 24 5 1 1 
1887568 14 120 11 0 3 9 14 5 1 1 
1887568 15 189 19 0 8 8 27 1 3 3 
1887568 16 652 36 3 65 26 104 5 2 3 
1887568 17 62 7 0 1 5 8 2 1 1 
1887568 18 41 4 1 2 6 6 2 1 1 
1887568 19 49 4 0 2 4 6 2 1 1 
1887568 20 7 1 0 0 1 1 0 1 1 
1887568 21 7 1 0 0 1 1 0 1 1 
1887568 22 65 9 3 1 7 10 0 1 1 
1887568 23 914 17 1 133 34 152 2 4 1 
1887568 24 49 4 0 2 5 6 2 1 1 
1887568 25 48 5 2 2 6 7 2 1 1 
1887568 26 236 11 0 26 14 38 3 4 1 
1887568 27 61 6 0 1 5 7 2 1 1 
1887568 28 1067 44 7 114 50 164 10 2 3 
1887568 29 59 4 1 2 7 7 3 1 1 
1887568 30 44 3 1 0 5 4 4 1 1 
1887568 31 51 4 0 1 5 6 2 1 1 
1887568 32 198 7 0 24 6 31 1 4 1 
1887568 33 38 4 1 0 5 4 3 1 1 
1887568 34 51 5 0 1 5 6 2 1 1 
1887568 35 41 3 0 2 4 5 2 1 1 
1887568 36 924 50 7 99 39 150 5 2 3 
1887568 37 553 18 2 71 21 90 4 2 2 



 

  57 

1887568 38 168 6 0 17 7 23 2 4 1 
1887568 39 45 4 0 2 4 6 2 1 1 
1887568 40 38 3 0 2 5 5 2 1 1 
1887568 41 107 13 1 2 6 15 1 1 1 
1887568 42 51 5 0 1 4 6 2 1 1 
1887569 1 801 50 5 68 46 121 17 2 5 
1887569 2 281 22 2 9 17 33 6 3 3 
1887569 3 580 31 3 53 26 88 6 2 2 
1887569 4 133 14 2 1 9 16 6 3 2 
1887569 5 45 2 1 1 5 4 4 1 1 
1887569 6 71 7 1 0 7 8 5 3 2 
1887569 7 40 3 1 0 4 4 3 1 1 
1887569 8 230 20 3 5 26 25 10 3 5 
1887569 9 154 16 5 3 14 21 4 1 1 
1887569 10 32 3 1 0 3 4 1 1 1 
1887569 11 100 6 0 9 8 15 3 4 1 
1887569 12 214 20 2 6 11 26 4 1 1 
1887569 13 188 16 3 9 9 27 3 1 1 
1887569 14 37 3 1 0 4 4 2 1 1 
1887569 15 50 5 0 1 6 6 3 1 1 
1887569 16 87 10 0 0 5 10 1 1 1 
1887569 17 131 16 2 1 10 17 3 1 1 
1887569 18 150 15 2 4 13 21 2 1 1 
1887569 19 50 4 0 2 4 6 1 1 1 
1887569 20 37 4 0 0 4 4 1 1 1 
1887569 21 275 7 0 34 9 41 1 4 1 
1887569 22 475 17 0 58 18 75 6 4 1 
1887569 23 51 5 0 1 5 6 3 1 1 
1887569 24 83 12 3 1 8 13 2 1 1 
1887569 25 137 16 3 4 10 21 2 1 1 
1887569 26 73 8 0 1 5 9 2 1 1 
1887569 27 96 10 2 2 7 13 2 1 1 
1887569 28 74 7 0 2 5 9 3 1 1 
1887569 29 54 5 0 1 5 6 4 1 1 
1887569 30 74 8 2 2 7 10 3 1 1 
1887569 31 360 35 5 16 22 52 9 3 2 
1887569 32 50 5 0 1 6 6 3 1 1 
1887569 33 66 6 3 1 6 9 3 1 1 
1887569 34 53 5 0 1 5 6 4 1 1 



 

  58 

1887569 35 211 23 3 4 13 27 8 3 2 
1887569 36 50 5 0 1 3 6 1 1 1 
1887569 37 126 14 2 5 12 19 3 3 2 
1887569 38 92 8 0 3 8 11 4 1 1 
1887569 39 36 4 0 0 5 4 2 1 1 
1887569 40 29 3 0 0 3 3 1 1 1 
1887569 41 82 9 1 2 6 11 4 1 1 
1887569 42 69 10 3 1 8 11 2 1 1 
1887569 43 38 4 0 0 6 4 2 1 1 
1887569 44 78 7 1 3 8 10 4 1 1 
1887569 45 34 4 0 0 5 4 1 1 1 
1887569 46 106 13 0 3 6 16 3 1 1 
1887569 47 57 6 0 0 6 6 4 3 2 
1887569 48 152 15 0 2 10 17 5 3 2 
1887569 49 89 9 0 1 8 10 4 3 2 
1887569 50 88 10 0 0 12 10 5 3 3 
1887569 51 27 2 0 0 3 2 2 1 1 
1887569 52 61 6 3 1 6 9 2 1 1 
1887569 53 205 11 2 20 11 33 5 4 1 
1887569 54 42 2 1 1 6 4 4 1 1 
1887569 55 31 4 0 0 4 4 2 1 1 
1887569 56 7 1 0 0 1 1 0 1 1 
1887569 57 57 7 0 0 7 7 3 3 2 
1887569 58 90 9 1 0 13 10 6 3 3 
1887569 59 67 7 1 0 8 8 4 3 2 
1887569 60 147 11 2 2 17 15 9 3 3 
1887569 61 494 24 2 44 31 71 14 2 5 
1887569 62 158 11 1 6 17 18 9 3 3 
1887569 63 42 3 0 2 4 5 1 1 1 
1887569 64 393 11 2 51 15 62 1 4 1 
1887569 65 50 5 1 0 4 6 0 1 1 
1887569 66 32 2 1 0 4 3 2 1 1 
1887569 67 60 6 1 0 4 7 0 1 1 
1887569 68 23 2 0 1 3 3 0 1 1 
1887569 69 55 5 0 3 6 8 2 1 1 
1887569 70 16 1 0 1 2 2 0 1 1 
1887569 71 182 21 6 5 20 27 4 3 3 
1887569 72 206 9 0 20 11 29 3 4 1 
1887569 73 159 15 0 4 12 19 3 3 2 



 

  59 

1887569 74 509 15 0 57 16 72 5 2 2 
1887569 75 117 9 2 1 16 12 9 3 3 
1887569 76 237 13 2 17 15 33 6 2 2 
1887569 77 396 21 1 34 24 56 12 2 4 
1887569 78 69 7 1 0 8 8 4 3 2 
1887569 79 139 12 1 2 16 15 8 3 4 
1887569 80 188 16 3 4 19 23 9 3 3 
1887569 81 182 16 1 5 14 22 6 3 3 
1887569 82 103 9 1 3 6 13 5 3 2 
1887569 83 233 16 5 3 22 24 13 3 4 
1887569 84 691 28 1 88 33 117 4 2 2 
1887569 85 69 6 1 3 2 10 2 1 1 
1887569 86 156 13 2 1 20 17 10 3 5 
1887569 87 168 12 3 5 18 21 8 3 4 
1887569 88 77 8 0 0 12 8 6 3 2 
1887569 89 44 5 0 0 7 5 4 1 1 
1887569 90 202 17 3 2 22 22 10 3 4 
1887569 91 59 2 2 3 4 7 2 1 1 
1887569 92 75 5 0 4 8 9 3 3 2 
1887569 93 64 6 1 3 6 9 2 1 1 
1887569 94 121 12 1 0 11 13 4 3 2 
1887569 95 149 15 1 4 9 19 3 2 2 
1887570 1 211 22 0 5 17 27 9 3 3 
1887570 2 264 25 3 3 23 29 11 3 3 
1887570 3 105 11 2 0 8 12 2 1 1 
1887570 4 113 11 0 3 8 14 4 1 1 
1887570 5 147 13 0 5 6 18 4 1 1 
1887570 6 156 13 1 7 10 21 2 4 1 
1887570 7 102 9 4 5 11 15 4 1 1 
1887570 8 444 16 1 51 19 68 5 2 2 
1887570 9 140 12 2 4 11 17 4 3 2 
1887570 10 183 11 3 8 14 21 5 2 3 
1887570 11 72 8 1 0 6 8 2 1 1 
1887570 12 95 11 1 1 7 12 3 1 1 
1887570 13 172 17 2 3 10 22 3 1 1 
1887570 14 209 16 0 6 12 23 5 3 2 
1887570 15 130 9 1 7 8 16 5 1 1 
1887570 16 646 36 3 53 27 92 8 2 3 
1887570 17 777 38 7 49 43 89 10 2 10 



 

  60 

1887570 18 137 9 1 5 9 15 2 1 1 
1887570 19 34 1 0 0 6 1 7 1 1 
1887570 20 12 1 0 0 2 1 1 1 1 
1887570 21 238 3 0 34 8 37 3 4 1 
1887570 22 85 8 0 1 7 9 2 1 1 
1887570 23 375 19 1 30 14 50 6 4 1 
1887570 24 22 3 0 0 2 3 1 1 1 
1887570 25 64 3 1 1 5 5 2 2 3 
1887570 26 184 7 1 21 8 29 3 4 1 
1887570 27 105 6 0 4 5 10 2 1 1 
1887570 28 91 4 0 5 5 9 2 1 1 
1887570 29 37 2 0 0 5 2 2 1 1 
1887570 30 59 5 1 2 5 7 2 1 1 
1887570 31 60 4 0 2 5 6 2 1 1 
1887570 32 60 3 0 0 7 4 2 1 1 
1887570 33 93 4 0 5 5 9 2 1 1 
1887570 34 42 2 0 0 4 2 4 1 1 
1887570 35 396 21 1 22 26 43 10 2 4 
1887570 36 123 8 2 4 12 14 5 3 2 
1887570 37 674 27 0 69 30 99 6 2 3 
1887570 38 90 8 1 2 8 10 4 1 1 
1887570 39 127 4 2 3 6 11 5 1 1 
1887570 40 123 13 0 3 8 16 2 3 2 
1887570 41 286 27 1 9 24 37 9 3 3 
1887570 42 80 7 1 0 6 7 3 1 1 
1887570 43 35 3 0 0 5 3 2 1 1 
1887570 44 297 4 0 44 9 48 0 0 0 
1887570 45 24 2 0 1 3 3 0 1 1 
1887570 46 378 25 3 33 19 59 5 4 1 
1887570 47 69 9 2 0 5 9 3 1 1 
1887570 48 304 14 0 30 8 44 4 2 2 
1887571 1 211 22 0 5 17 27 9 4 1 
1887571 2 264 25 3 3 23 29 11 1 1 
1887571 3 105 11 2 0 8 12 2 1 1 
1887571 4 113 11 0 3 8 14 4 1 1 
1887571 5 147 13 0 5 6 18 4 1 1 
1887571 6 156 13 1 7 10 21 2 4 1 
1887571 7 102 9 4 5 11 15 4 1 1 
1887571 8 444 16 1 51 19 68 5 1 1 



 

  61 

1887571 9 140 12 2 4 11 17 4 1 1 
1887571 10 183 11 3 8 14 21 5 1 1 
1887571 11 72 8 1 0 6 8 2 1 1 
1887571 12 95 11 1 1 7 12 3 1 1 
1887571 13 172 17 2 3 10 22 3 1 1 
1887571 14 209 16 0 6 12 23 5 1 1 
1887571 15 130 9 1 7 8 16 5 1 1 
1887571 16 646 36 3 53 27 92 8 1 1 
1887571 17 777 38 7 49 43 89 10 1 1 
1887571 18 137 9 1 5 9 15 2 1 1 
1887571 19 34 1 0 0 6 1 7 1 1 
1887571 20 12 1 0 0 2 1 1 1 1 
1887571 21 238 3 0 34 8 37 3 1 1 
1887571 22 85 8 0 1 7 9 2 1 1 
1887571 23 375 19 1 30 14 50 6 1 1 
1887571 24 22 3 0 0 2 3 1 2 2 
1887571 25 64 3 1 1 5 5 2 1 1 
1887571 26 184 7 1 21 8 29 3 1 1 
1887571 27 105 6 0 4 5 10 2 1 1 
1887571 28 91 4 0 5 5 9 2 1 1 
1887571 29 37 2 0 0 5 2 2 1 1 
1887571 30 59 5 1 2 5 7 2 1 1 
1887571 31 60 4 0 2 5 6 2 1 1 
1887571 32 60 3 0 0 7 4 2 1 1 
1887571 33 93 4 0 5 5 9 2 1 1 
1887571 34 42 2 0 0 4 2 4 1 1 
1887571 35 396 21 1 22 26 43 10 1 1 
1887571 36 123 8 2 4 12 14 5 1 1 
1887571 37 674 27 0 69 30 99 6 1 1 
1887571 38 90 8 1 2 8 10 4 1 1 
1887571 39 127 4 2 3 6 11 5 1 1 
1887571 40 123 13 0 3 8 16 2 1 1 
1887571 41 286 27 1 9 24 37 9 1 1 
1887571 42 80 7 1 0 6 7 3 1 1 
1887571 43 35 3 0 0 5 3 2 1 1 
1887571 44 297 4 0 44 9 48 0 1 1 
1887571 45 24 2 0 1 3 3 0 1 1 
1887571 46 378 25 3 33 19 59 5 1 1 
1887571 47 69 9 2 0 5 9 3 1 1 



 

  62 

1887571 48 304 14 0 30 8 44 4 1 1 
1887571 49 35 2 1 0 5 3 3 1 1 
1887571 50 41 2 1 0 5 3 4 1 1 
1887571 51 38 2 1 0 5 3 3 1 1 
1887571 52 34 3 0 0 4 3 2 1 1 
1887571 53 36 4 0 0 4 4 2 1 1 
1887571 54 69 6 0 1 9 7 4 1 1 
1887571 55 46 3 0 1 7 4 3 1 1 
1887571 56 33 4 0 0 4 4 2 1 1 
1887571 57 23 2 0 0 4 2 2 1 1 
1887571 58 7 1 0 0 1 1 0 1 1 
1887571 59 23 2 0 0 4 2 2 1 1 
1887571 60 73 6 0 2 9 8 4 1 1 
1887571 61 38 2 1 0 5 3 3 1 1 
1887571 62 14 1 0 0 2 1 2 1 1 
1887571 63 28 2 0 0 5 2 3 1 1 
1887571 64 41 2 1 0 5 3 3 1 1 
1887571 65 32 4 0 0 4 4 2 1 1 
1887571 66 80 8 1 2 3 11 1 1 1 
1887571 67 38 2 1 0 5 3 3 1 1 
1887571 68 54 4 0 1 4 5 1 1 1 
1887571 69 85 9 0 0 6 9 4 1 1 
1887571 70 51 4 0 1 3 5 1 1 1 
1888010 1 82 9 2 0 8 10 2 1 1 
1888010 2 145 14 2 2 15 16 7 3 2 
1888010 3 333 21 2 23 15 44 6 2 2 
1888010 4 112 6 1 14 2 20 0 0 0 
1888010 5 93 10 1 1 6 11 3 1 1 
1888010 6 180 19 2 7 14 26 3 1 1 
1888010 7 611 42 4 42 35 85 14 2 4 
1888010 8 148 14 1 4 10 18 3 1 1 
1888010 9 669 45 5 47 30 93 16 2 4 
1888010 10 344 31 4 9 19 41 8 3 2 
1888010 11 489 50 3 7 33 60 9 3 4 
1888010 12 183 11 4 11 16 25 6 2 2 
1888010 13 176 14 2 13 10 27 2 4 1 
1888010 14 59 5 0 2 4 7 2 1 1 
1888010 15 260 20 0 11 17 32 6 3 3 
1888010 16 35 5 2 0 5 5 1 1 1 



 

  63 

1888010 17 41 4 0 1 4 5 2 1 1 
1888010 18 102 10 0 2 8 12 4 3 2 
1888010 19 145 14 0 5 14 19 3 3 2 
1888010 20 225 22 4 8 24 30 10 3 4 
1888010 21 162 15 2 10 15 25 7 2 3 
1888010 22 43 4 0 1 3 5 2 1 1 
1888010 23 235 5 0 28 9 33 2 4 1 
1888010 24 35 4 0 0 4 4 1 1 1 
1888010 25 247 21 0 14 14 38 3 2 2 
1888010 26 941 38 2 97 29 142 3 2 2 
1888010 27 301 20 2 27 17 48 4 2 2 
1888010 28 189 15 0 11 11 26 4 2 2 
1888010 29 185 15 0 7 14 22 8 3 3 
1888010 30 260 18 0 14 10 32 4 2 2 
1888010 31 403 35 2 15 25 50 10 3 5 
1888010 32 127 14 2 3 13 17 5 3 3 
1888010 33 249 25 2 6 18 31 9 3 5 
1888010 34 47 5 1 1 4 6 2 1 1 
1888010 35 97 8 1 4 8 12 2 1 1 
1888010 36 85 9 0 4 4 13 0 1 1 
1888010 37 116 9 0 6 7 15 1 1 1 
1888010 38 40 4 0 1 4 5 2 1 1 
1888010 39 500 26 1 46 21 72 6 2 3 
1888010 40 86 9 1 2 9 11 5 3 2 
1888010 41 183 17 1 2 14 19 7 3 2 
1888010 42 311 26 0 15 15 42 4 2 2 
1888010 43 152 12 0 4 11 16 7 3 2 
1888010 44 42 5 1 1 5 6 2 1 1 
1888010 45 412 24 2 35 21 61 5 2 2 
1888010 46 42 5 1 1 5 6 2 1 1 
1888010 47 92 8 1 1 8 9 6 3 2 
1888010 48 536 32 4 43 22 76 12 2 4 
1888010 49 136 7 0 9 6 16 6 2 2 
1888010 50 69 6 1 0 5 6 3 1 1 
1888010 51 109 11 3 4 9 16 4 1 1 
1888010 52 378 5 0 46 11 53 4 4 1 
1888010 53 190 11 1 13 14 25 8 2 3 
1888010 54 129 12 1 5 12 17 2 3 2 
1888010 55 627 25 1 71 24 99 2 2 2 



 

  64 

1888010 56 77 6 0 4 7 10 0 1 1 
1888010 57 843 49 1 72 30 122 11 2 5 
1888010 58 262 13 0 26 13 39 1 2 2 
1888010 59 259 13 0 27 13 40 2 2 2 
1888010 60 226 21 3 8 17 30 7 2 3 
1888010 61 31 2 0 0 2 2 3 1 1 
1888010 62 97 7 0 2 9 9 4 3 3 
1888010 63 370 11 0 49 12 60 6 2 2 
1888010 64 406 18 0 40 19 58 8 2 3 
1888010 65 263 29 8 8 26 38 8 3 5 
1888010 66 719 46 5 55 35 104 13 2 5 
1888010 67 94 9 0 1 7 10 4 3 2 
1888010 68 210 17 1 9 15 27 4 3 2 
1888010 69 93 8 0 3 6 11 1 1 1 
1888010 70 74 6 0 3 5 10 0 1 1 
1888011 1 57 5 0 0 8 5 6 1 1 
1888011 2 344 20 1 30 16 50 9 2 2 
1888011 3 684 41 0 54 24 95 10 2 3 
1888011 4 194 12 0 19 4 31 1 0 0 
1888011 5 647 29 0 69 17 98 5 2 2 
1888011 6 1074 62 2 98 35 161 14 2 5 
1888011 7 115 10 1 7 7 17 5 1 1 
1888011 8 1152 75 5 74 62 151 29 2 9 
1888011 9 53 5 0 1 5 6 2 1 1 
1888011 10 170 18 2 2 14 20 7 3 3 
1888011 11 113 10 0 3 12 13 6 3 2 
1888011 12 30 4 1 0 4 4 1 1 1 
1888011 13 210 22 1 7 16 29 4 2 2 
1888011 14 73 8 0 1 7 9 3 3 2 
1888011 15 53 4 1 2 4 7 1 1 1 
1888011 16 58 7 1 0 8 7 3 3 2 
1888011 17 29 3 0 0 4 3 2 1 1 
1888011 18 444 27 2 34 21 63 8 2 3 
1888011 19 153 4 0 19 2 23 0 0 0 
1888011 20 273 17 2 21 13 39 3 4 1 
1888011 21 76 7 0 5 3 12 1 4 1 
1888011 22 499 23 0 53 18 76 4 2 2 
1888011 23 202 18 0 9 13 27 2 4 1 
1888011 24 202 9 0 16 15 26 6 2 2 



 

  65 

1888011 25 270 18 1 21 16 39 6 2 2 
1888011 26 215 5 0 27 9 32 3 4 1 
1888011 27 473 25 2 41 27 66 10 2 4 
1888011 28 34 4 0 0 4 4 2 1 1 
1888011 29 82 8 1 0 12 8 6 3 3 
1888011 30 27 2 0 0 4 2 3 1 1 
1888011 31 313 10 1 33 15 45 4 2 2 
1888011 32 42 5 0 0 5 5 3 1 1 
1888011 33 86 8 0 4 8 12 4 1 1 
1888011 34 118 10 0 6 8 16 2 4 1 
1888011 35 184 20 2 2 21 22 9 3 4 
1888011 36 61 6 0 0 8 6 4 3 2 
1888011 37 479 18 0 59 17 77 4 4 1 
1888011 38 400 28 1 29 31 58 8 2 3 
1888011 39 318 17 0 36 13 53 2 2 2 
1888011 40 55 5 0 1 5 6 2 1 1 
1888011 41 29 3 0 0 4 3 2 1 1 
1888011 42 27 2 0 0 5 2 3 1 1 
1888011 43 34 4 0 0 4 4 2 1 1 
1888011 44 35 3 0 0 4 3 2 1 1 
1888011 45 92 9 0 1 10 10 5 3 2 
1888011 46 33 4 0 0 4 4 2 1 1 
1888011 47 35 3 0 0 4 3 2 1 1 
1888011 48 29 3 0 0 4 3 2 1 1 
1888011 49 679 45 1 56 49 103 11 2 6 
1888011 50 36 3 0 0 6 3 4 1 1 
1888011 51 402 9 0 45 18 56 5 4 1 
1888011 52 22 2 0 0 4 2 2 1 1 
1888011 53 146 11 1 11 10 22 2 4 1 
1888011 54 189 13 0 15 6 28 1 4 1 
1888011 55 49 5 0 0 7 5 4 3 2 
1888011 56 32 3 0 0 5 3 3 1 1 
1888011 57 23 2 0 0 4 2 2 1 1 
1888011 58 390 37 3 13 32 50 13 2 5 
1888011 59 198 16 1 11 13 28 5 2 2 
1888011 60 279 26 0 11 18 38 5 2 4 
1888011 61 28 3 0 0 4 3 2 1 1 



  

 
 


